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ABSTRACT 

 Much confusion exists about gifted underachievement as a result of significant 

variations in how gifted underachievement has been identified and measured. From a review 

of the literature, five methods were found to be commonly used to identify gifted 

underachievement, two of which also measure the degree of gifted underachievement. In this 

project, the validity of the use of these methods was assessed using empirical convergence, 

criterion, and generalisation evidence obtained using data collected from a K–12 school in the 

Sydney metropolitan area (Australia). First, convergence was assessed using three different 

approaches to compare the results obtained using the five different identification/ 

measurement methods: (a) the differences in proportions of gifted students identified as 

exhibiting underachievement, (b) the correlation of identification/measurement results, and 

(c) the agreement of the identification/measurement results. The findings suggested that the 

different methods commonly used to identify/measure gifted underachievement cannot be 

considered convergent, and therefore should not be used interchangeably. Second, a latent 

class model was used to assess the criterion validity of the individual identification/ 

measurement methods. Two of these methods were found to have strong levels of criterion 

validity. Third, meta-analysis was carried out across 41 different combinations of expected 

achievement and actual achievement data obtained from the school, to indicate that 

generalisation was not possible across different combinations of expected/actual achievement 

data. A final assessment of the validity of each identification/measurement method was 

completed by synthesising the empirical evidence within the context of the planned uses of 

the methods. The final assessment demonstrated that the simple difference method may be 

the most valid method to use to identify and measure gifted underachievement. 

Keywords: Underachievement, Gifted education, Identification, Measurement  
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1 

1 Introduction 

1.1 Context 

Education has long been promulgated as the best means to better oneself and advance 

society. Indeed, researchers have shown that education transforms lives, and is necessary for 

the success, health, and happiness of individuals in the modern world (Australian 

Government, 2014; Carnevale, Rose, & Cheah, 2011; Cutler & Lleras-Muney, 2010; 

Feinstein, Sabates, Anderson, Sorhaindo, & Hammon, 2006; Grossman, 2000; Jagger et al., 

2007; Mishel, Bivens, Gould, & Shierholz, 2012; Salinas-Jimenez, Artes, & Salinas-Jimenez, 

2011). Remarkably, the benefits of education appear to extend beyond a single individual to 

the lives of people across several generations (Feinstein, Duckworth, & Sabates, 2008), and 

even impact the wider population through reduced rates of crime, reduced inequality, and 

greater productivity (Carvacho, et al., 2013; Groot & van den Brink, 2010; Machin, Marie, & 

Vujić, 2011; Timmermans, van Lier, & Koot, 2009). Perhaps as a result, education has been 

recognised internationally as a basic human right and the means to abolish war, poverty, and 

other world problems (United Nations, 2006). Therefore, the educational underachievement 

of any group has been considered to be a significant concern, and government policies across 

the world are focused on “eliminating all forms of underachievement” (Smith, 2010, p. 38). 

Surprisingly, gifted students appear to be one group of students who are 

underachieving. Although giftedness is commonly perceived to provide advantage in the 

modern world (Jung, 2014), gifted students have in fact been reported to be suffering from an 

“epidemic” of underachievement (Hoover-Schultz, 2005; Moon, 2009; Rimm, 2003). This 

disturbing claim is supported by evidence which demonstrates that: (a) up to half the 

population of gifted students exhibit significant academic underachievement, (b) one in five 

gifted students drop out of high school, and (c) forty percent of gifted students do not 
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complete tertiary studies (Hsieh, Sullivan, & Guerra, 2007; Rayneri, Gerber, & Wiley, 2006; 

Rimm, 1997, 2003). Interestingly, the disappointing educational outcomes for many gifted 

students do not appear to be fully explainable by the commonly recognised sources of 

disadvantage including socio-economic status, ethnic background, or disability. The high 

levels of underachievement among gifted students appear to also arise from the unique socio-

emotional and learning needs of these students (Coleman, 2014; Masden, Leung, Shore, 

Schneider, & Udvari, 2015; Rimm, 2003; Silverman, 1997; Wellisch & Brown, 2011). 

Hence, giftedness may be a distinct source of disadvantage that appears separate to, and 

additional to, the other common sources of disadvantage.  

 It is noteworthy that underachievement in gifted students has often been found to be a 

precursor to, or an indicator of, significant social and emotional problems (Blaas, 2014). An 

Australian Senate enquiry into gifted education found gifted underachievers were 

characterised by a range of psychosomatic and psychological symptoms, ranging from stress 

related eczema, stomach aches, and poor self-esteem, to depression, self-harm, and mental 

confusion (Commonwealth of Australia, 2000). Other studies have found that many of the 

social and emotional problems that arise may have serious consequences that can be long-

lasting and debilitating in effect (Berndt, Kaiser & van Aalst, 1982; Cross, 2013; Harrison & 

Van Haneghan, 2011; Harter, 2006; Hayes & Sloat, 1989; Kroesbergen, van Hooijdonk, Van 

Viersen, Middel-Lalleman, & Reijinders, 2016; McCall, 1994; Missett, 2013; Rimm, 2003; 

Zeidner & Schleyer, 1999). In addition, many cases of gifted underachievement are thought 

to be a result of an undiagnosed disability (Lovett & Sparks, 2013; Moon, 2009; Reis, Baum, 

& Burke, 2014).  

 The identification and measurement of gifted underachievement, which allows for the 

provision of appropriate educational interventions for underachieving gifted students, may be 

life-changing and sometimes life-saving for the affected students (Dittrich, 2014; Gross, 
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2010). Some of the provisions that appear to be most useful for supporting gifted students 

include extension beyond material covered in the regular classroom, acceleration, ability 

grouping, mentoring, and specific talent development programs (Reis, Burns, & Renzulli, 

1992; Colangelo et al., 2010; Eddles-Hirsch, Vialle, Rogers, & McCormick, 2010; Gagné, 

2011). Nevertheless, some scholars suggest that many underachieving gifted students may 

simultaneously require additional interventions (Gagné, 2011). For example, Wellisch and 

colleagues (Wellisch, 2016; Wellisch & Brown, 2012) recommend that educators may need 

to plan educational and therapeutic interventions for underachieving gifted students based on 

the individual’s exceptional intellectual strengths (their giftedness) and on their exceptional 

weaknesses (which may include socio-emotional problems, areas of learning difficulty, and 

the presence of disabilities). 

 The identification and measurement of gifted underachievement is, nevertheless, a 

difficult enterprise. Research has suggested that teachers and peers typically do not notice 

underachievement in gifted students (Jones, 2005; Lau & Chan, 2001a; Merrotsy, 2013). One 

possible reason for the non-visibility of gifted underachievement may be related to the fact 

that many underachieving gifted students are able to achieve average or even high scores 

relative to their age peers (Matthews & McBee, 2007; McCoach & Siegle, 2008; Reis & 

McCoach, 2000). In contrast, when most students underachieve at school, their 

underachievement tends to be easily recognised, prompting immediate support to be offered 

from teachers and parents. As the needs of underachieving gifted students often go unnoticed 

and unfulfilled, it is possible that they are more vulnerable than their lower ability peers. 

1.2 Statement of the Problem 

 When schools attempt to respond to the problem of underachievement of gifted 

students, they may not always find clear guidance from the research, as much confusion 



  4 

exists in the published literature (Gorard & Smith, 2004). In an early review of gifted 

underachievement, Dowdall and Colangelo (1982) discovered that the cause of the 

conflicting information appeared to be the significant variability in how gifted 

underachievement was identified and measured. They concluded that the use of different 

identification and measurement methods caused researchers to be effectively studying 

different populations. A more recent review of the literature in gifted underachievement by 

Reis and McCoach (2000), came to a similar conclusion, stating that the use of multiple 

different methods of identifying/measuring gifted underachievement was found to “contribute 

to the difficulty in studying the characteristics of this population” (p. 166). Unfortunately, the 

problem, that different methods of identifying/measuring gifted underachievement are used 

interchangeably by researchers, continues to this day (Fong & Krause, 2014; Hwang et al., 

2014).  

 The lack of a resolution to the problem has left researchers without solid guidance for 

selecting a valid and consistent method for identifying/measuring gifted underachievement 

(Dai, Swanson, & Cheng, 2011; Neihart, Reis, Robinson, & Moon, 2002; Robinson, 2006; 

Schober, Reimann, & Wagner, 2004; Reis & Renzulli, 2010), and may have contributed to 

the perception that underachievement is an ambiguous and arbitrary construct (Smith, 2010; 

Ziegler, Ziegler, & Stoeger, 2012). Figg, Rogers, McCormick, and Low (2012) indeed state 

that gifted underachievement remains an enigma. It is noteworthy that there has been a 

significant decline and stagnation in the number of studies investigating gifted 

underachievement since the year 2000 (Morisano & Shore, 2010; Ziegler, Ziegler, and 

Stoeger, 2012).  
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1.3 Purpose of the Investigation 

 The main purpose of this investigation is to produce guidance for researchers and 

educators in the selection of the best method(s) to identify and measure gifted 

underachievement. To this end, a rigorous review and assessment of the multiple methods 

that are commonly used to identify and measure gifted underachievement was undertaken, 

with a focus on the validity of the use of these methods (Kane, 2013). Thereafter, a valid 

method (or methods) for the identification and measurement of gifted underachievement will 

be proposed, with the expectation that such guidance will reduce the ambiguity of the 

underachievement construct, and enable the advancement of research that will provide a 

clearer understanding of how to avoid the “frustrating loss of potential” that gifted 

underachievement represents (Ritchotte, Matthews, & Flowers, 2014, p.183). 

1.4 Significance of the Investigation 

 This investigation is significant for a number of reasons. From a research perspective, 

it is necessary to address claims that gifted underachievement is an ambiguous and arbitrary 

construct with questionable conceptual meaning and usefulness. Criticisms that the construct 

“ought to be abandoned” (Ziegler, Ziegler, & Stoeger, 2012, p. 123) or “has probably 

outlived its usefulness” (Smith, 2010, p. 446) may indeed be shown to be unfounded if valid 

and reliable methods that identify and measure gifted underachievement are demonstrated to 

exist. The conceptual validation of the construct is likely to contribute to advancing the field 

of gifted education as it is likely to promote further research on gifted underachievement 

(with an identical population of gifted students), including research on its causes, 

interventions, and strategies for prevention, to allow for the optimal support of gifted students 

to fulfil their potential (Reis & McCoach, 2000).  
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 Relatedly, the findings of the investigation may address the ongoing concern 

expressed by scholars over a number of decades about the inconsistent use of methods to 

identify and measure gifted underachievement. It is noteworthy that almost every study on 

gifted underachievement has denounced the state of the research in the area as a result of the 

use of multiple contrasting methods (e.g., Phillipson & Tse, 2007; Veas, Gilar, Miñano & 

Castejón, 2016), while several scholars have discussed this problem from a conceptual 

perspective (e.g. McCall, Beach, & Lau, 2000; Reis & McCoach, 2000; Smith, 2010; Van 

den Broeck, 2002a, 2002b). Interestingly, Ziegler, Ziegler, and Stoeger (2012) suggest that 

the continued neglect of this ‘elephant in the room’ may be attributed to the fact that the 

major “points of criticism (may) have simply been forgotten” (p. 123).  

 From a non-research perspective, this investigation is significant because of the 

improved advice that educators may be offered on how to optimally identify and measure 

gifted underachievement. Guidance on the selection of a valid method for the 

identification/measurement of gifted underachievement may greatly assist schools to meet 

demands from a social justice perspective and allow for the fulfilment of duty of care 

responsibilities towards the gifted student population. In addition, governments and policy 

makers may be encouraged to offer greater funding to meet the special needs of gifted 

students. 

 The significance of this investigation may extend well beyond the field of gifted 

education. The identification and measurement of underachievement is fundamental to 

understanding and resolving the underachievement of all students. Indeed, the problems that 

have plagued the field of gifted education have also plagued the broader field of education, 

whose researchers have suggested that “underachievement is a term over which there is little 

consensus” (Smith, 2010, p. 41). Outside of education, it is noteworthy that researchers have 

used some of the methods to identify/measure underachievement in investigations that 
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contribute to international discussions across the fields of sociology, psychology, law, and 

policy on topics including disability, ethnicity, social class, delinquency, motivation, child 

development, resilience, and gender gaps (American Psychiatric Association, 2000; Jackson 

et al., 2011; Jones, 2005; Maki, Floyd, & Roberson, 2015; Maynard, Waters, & Clement, 

2013; McCall, Beach, & Lau, 2000; Preckel, Holling, & Vock, 2006; Sikora & Saha, 2011; 

Smith, 2010; Strand, 2014; Timmermans et al., 2009; Tuss, Zimmer, & Ho, 1995; Van den 

Broeck, 2002a; Wood, 2003; Zirkel & Thomas, 2010). 

1.5 Description of Thesis Contents 

 The thesis has been divided into eleven chapters. Following the introduction chapter 

(Chapter 1), are the chapters on the literature review (Chapter 2), the theoretical framework 

(Chapter 3), methodology (Chapter 4), results of the convergence evidence of validity 

(Chapter 5), results of the criterion evidence of validity (Chapter 6), results of the 

generalisability evidence of validity (Chapter 7), an overall assessment of the validity 

evidence (Chapter 8), conclusion (Chapter 9), references (Chapter 10), and appendices 

(Chapter 11). 
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2 Literature Review 

2.1 Introduction 

 The underachievement of gifted students has remained an enigma despite over six 

decades of research (Farquhar & Payne, 1964; Obergriesser & Stoeger, 2015). It has been 

suggested that the lack of progress is, at least in part, due to an unresolved inconsistency in 

the use of methods to identify and measure gifted underachievement (Reis & McCoach, 

2000). This chapter will examine in detail the major ideas that contribute to understanding 

this problem of inconsistent approaches used by researchers. First, this chapter discusses the 

nature of gifted students and how the selection of a model of giftedness impacts the 

identification of gifted underachievement. Second, the apparent paradox of gifted 

underachievement is discussed. Third, the common methods for identifying and measuring 

gifted underachievement are described, including variations of these methods. Fourth, some 

confusion raised by the non-technical use of the term underachievement is addressed, along 

with proposed resolutions from the literature. 

2.2 Gifted Students 

2.2.1 A brief history of intelligence research 

 The first paradigm shift in intelligence research occurred as researchers moved from 

an understanding of intelligence as a physical characteristic to a psychological characteristic. 

Galton (1869, 1883) produced one of the earliest theories of intelligence, picturing 

intelligence as the level of sensitivity of human senses (i.e., a physical characteristic). He 

argued that the greater the sensitivity, the more information one acquired, and the smarter one 

was. Thereafter, Binet (1903) shifted the paradigm of intelligence into a psychological 

construct incorporating a range of branches (e.g., memory, problem solving), each measured 

separately and combined into a measure of intelligence. Binet believed that intelligence was 
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not a fixed construct, and that it was highly influenced by environmental factors (Siegler, 

1992). In comparison, Spearman (1904) provided evidence that the separate branches of 

intelligence were linked, and produced a unitary theory and measure of intelligence. 

Spearman’s general construct of intelligence is often referred to as the g factor, which even in 

modern times remains perhaps the most important psychometric entity - no other measurable 

factor has been found that “contributes more than g to the understanding as well as to the 

prediction of human achievements” (Neubauer & Opriessnig, 2014, p. 1). The 

conceptualisation of intelligence as a single g factor has been the foundation of research that 

defined and identified gifted students throughout the twentieth century. 

 The concept of a single measure of intelligence was first challenged by Thurstone’s 

(1938) idea of multiple intelligences, which was further developed and popularised by 

Gardner (1983, 2011). This theory proposes that intelligence is not just a single general 

ability, but contains several separate primary mental abilities. The corollary, for defining 

giftedness, was that a student could be gifted in one area (e.g., quantitative reasoning) and not 

another (e.g., visual-spatial reasoning) and that this intellectual asynchrony should not be 

unexpected. Later research, using modern statistical techniques to analyse Gardner’s original 

data, has since found that these multiple intelligences may be correlated, and support the 

existence of a general intelligence (Carroll, 1993; Gottfredson, 2003; Morgan, 1996; Plucker, 

Callahan, & Tomchin,1996; Pyryt, 2000; Visser, Ashton, & Vernon, 2006). It is noteworthy 

that modern cognitive neuroscience does not support the theory of multiple intelligences 

(Gottfredson, 2006; Waterhouse, 2006), while Gardner himself has admitted to the lack of 

evidence for the validity of his theory (Gardner, 2004). Reflecting the many evidence based 

denouncements of Gardner’s theory, some have labelled it as a “pseudoscience” 

(Gottfredson, 2011; Jones, 2010).  
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 Horn and Cattell further challenged the concept of a singular intelligence construct 

and developed a theory of fluid and crystallised intelligence. Fluid intelligence refers to the 

ability to reason and identify relationships that exist, whereas crystallised intelligence is 

knowledge gained from previous instruction or experience (Horn & Cattell, 1967). Horn and 

Cattell claimed that fluid intelligence peaks at adolescence then declines into adulthood, 

whereas crystallised intelligence continues to grow throughout adulthood. This was a direct 

contradiction of Spearman’s model which claimed that intelligence “appears to become fully 

developed in children by about their ninth year ... there normally occurs no further change 

even into extreme old age” (Spearman, 1904, p. 285). One impact of the work of Horn and 

Cattell for the measurement of intelligence, is that tests are now significantly different for 

different age groups and allow for the increasing inclusion of knowledge based tasks for older 

age groups (Kaplan & Saccuzzo, 2010). 

 The most popular model of intelligence at the present time is derived from the work 

of Horn and Cattell. The Cattell–Horn–Carroll model, which is shown in Figure 1, contains 

three levels of mental abilities which differ in their degree of generality. The bottom level 

contains narrow abilities (e.g., reading decoding, judging rhythm etc.), several of which are 

highly correlated and form clusters of ability referred to as broad abilities (e.g., fluid 

reasoning, visual processing etc.), which form the second level of the model. All of the broad 

abilities are highly correlated and form part of one overall general ability (Spearman’s g), 

which forms the third level of the model. This model represents the most empirically 

validated theory of intelligence that is currently available (Australian Psychological Society, 

2013; McGrew, 2009). 
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Figure 1. The Cattell–Horn–Carroll model of intelligence (Australian Psychological Society, 

2013) 

2.2.2 Models of giftedness 

 Over the last century, several significant changes to our understanding of giftedness 

have occurred. In one of the first major studies of giftedness, Terman (1925) considered the 

giftedness label to be appropriate for students with a very high score on the Stanford–Binet 

IQ test. Later, DeHaan and Havighurst (1957) expanded on Terman’s idea of giftedness and 

the concept of multiple intelligences, and proposed that a student could be considered gifted 

if they had high ability in any one of six ability domains. It is noteworthy that while Terman 

(Terman & Oden, 1947) was successful in showing that gifted students are healthy, well-

adjusted and sane, he also discovered that many of their talents did not actualise into adult 

achievements. Hence, even in the early stages of the development of the field of gifted 

education, a recognition existed that high ability alone did not produce high achievement. 

 Subsequent models of giftedness began to incorporate additional factors to better 

predict high achievement in adulthood. For example, both Tannenbaum’s five arm star model 

(1983; Figure 2) and Renzulli’s three ring conception of giftedness (1978, 1986; Figure 3) 

included non-ability factors, such as task commitment, creativity, and motivation, that 
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students require before they may be considered gifted. Following the dissemination of the 

Marland Report (1972) from the US Commissioner of Education, the focus of gifted models 

began to shift towards developing all students who could possibly become high achieving 

adults, rather than only those who would most likely become high achieving adults. With this 

shift in focus, some may consider the Renzulli and Tannenbaum models to be too restrictive.  

.  

Figure 2. Five arm star of Giftedness (Tannenbaum, 1983) 

 

 

Figure 3. Three-ringed model of giftedness (Renzulli, 1986) 
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Modern models of giftedness hold high ability as the primary component of 

giftedness, but stress the importance of other factors for the development of talent. For 

example, the Munich model (Heller, 2004), the Universal Model of Giftedness (Jessurun, 

Shearer, & Weggeman, 2015; Figure 4), and Gagné’s model (1985, 1995, 2003, 2009a, 2013; 

Figure 5) conceptualise a gifted student’s performance as being moderated or catalysed by 

non-cognitive, environmental, or chance factors. Each of these models inherently 

acknowledge the existence of gifted underachievement, which may otherwise have been 

considered as non-giftedness in other models. Furthermore, these models suggest possible 

causes for gifted underachievement, including the effect of negative catalysts or moderators 

on the student’s talent development (Gagné, 2013; Heller, 2004). These models, therefore, 

provide a good basis for the understanding of gifted underachievement. 

 

Figure 4. The Universal Model of Giftedness (Jessurun, Shearer & Weggeman, 2015) 
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Figure 5. The Differentiated Model of Giftedness and Talent (Gagné, 2009a) 

 

 In Gagné’s (2009a; 2009b; 2013) Differentiated Model of Giftedness and Talent, 

giftedness and talent are distinguished, as giftedness refers to the existence of high ability, 

while talent refers to the systematic development of this ability into high level achievements. 

In addition, Gagné (1998) proposed five levels of giftedness and talent based on the metric 

system (refer Table 1). Gagné’s model suggests that all gifted students should not be 

expected to reach the same level of achievement, and that instead, only students at the highest 

levels of giftedness should be expected to be able to reach this level of achievement. 

According to the model, underachievement may be understood as occurring when a gifted 

student achieves levels of achievement that are significantly below their level of giftedness - 

even if their levels of achievement are still quite high relative to the general student 

population.   



  15 

Table 1  

Metric-based levels of giftedness (Gagné, 1998) 

Level Label Prevalence IQ equivalent Standard deviation 

1 Mildly 1:10 120 +1.3 

2 Moderately 1:100 135 +2.3 

3 Highly 1:1,000 145 +3.0 

4 Exceptionally 1:10,000 155 +3.7 

5 Extremely/Profoundly 1:100,000 165 +4.3 

 

 Among the most recent models of giftedness are Ziegler’s (2005; Ziegler & 

Phillipson, 2012) Actiotope model (Figure 6) and Dai and Renzulli’s (2008) Contextual, 

Emergent, and Dynamic Model, both of which propose a fundamental paradigm shift in 

gifted education. Rather than recognising the person to be gifted, which is argued to be 

“nonscientific” (Ziegler, 2005, p. 411), these newer models suggest that giftedness may be a 

property of the system (Harder, Vialle, & Ziegler, 2014). Among the supporters of this 

change in thinking are researchers who note that people who achieve excellence may be 

distinguishable by the quality of their learning environments and not by their abilities 

(Bloom, 1985; Csikszentmihalyi, 1996; Roche, 1979; Sosniak, 2006; Vaillant, 1977; Ziegler 

& Phillipson, 2012). While these models may become fundamental to the field of gifted 

education in the future, the evidence relating to, and the utility of, these new models is still 

being accrued (Cohen, 2012; Dai, 2012; Harder et al., 2014; Vladut, Vialle, & Ziegler, 2015). 

In any case, these models do not appear to be inconsistent with the processes involved in 

talent development proposed by scholars including Gagné (2009a, 2013), Heller (2004), and 

Jessurun, Shearer, and Weggeman (2015). 
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Figure 6. The Actiotope Model of Giftedness (Ziegler, 2005) 

  

While international researchers and educators continue to debate the use of many 

different models of giftedness, in Australia educators seem to have reached consensus on a 

single model. For example, the new Australian National Curriculum has established Gagné’s 

Differentiated Model of Giftedness and Talent (2009a, 2013) as the guiding model of 

giftedness in Australia (ACARA, 2015b). Furthermore, Gagné’s model appears to have been 

broadly accepted across the peak bodies that govern the three school sectors in Australia 

(government, Catholic, and Independent schools) in each state/territory/diocese (e.g., the 

New South Wales Department of Education and Training [DET, 2004], the Sydney Catholic 

Education Office [CEO, 2014], and the South Australia Association of Independent Schools 

[AIS, 2015]). 

2.2.3 Identifying gifted students 

 Most existing methods used to identify gifted students appear to be heavily based on 

measurements of intelligence (McClain & Pfeiffer, 2012; Pfeiffer, 2012). This may be 
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because psychometrically measured IQ scores are widely considered the single most 

powerful predictor of human achievement (Neubauer & Opriessnig, 2014). When intelligence 

tests are carried out for a large number of people, the distribution of their IQ scores forms the 

well known bell curve (Figure 7), which provides information about how any individual 

ranks in intelligence across the wider population. Knowledge of a student’s IQ score has been 

considered “tremendously useful in both placement and programming decisions” (Assouline, 

2003, p. 126).  

 

 

Figure 7. The Bell Curve (modified version of Ward & Murray-Ward [1999], p. 74) 

 

 Due to the usefulness of intelligence tests, a whole market comprising an estimated 

3,000 commercially available intelligence tests now exist (Carlson, Geisinger, & Jonson, 

2014). Among the most popular instruments are the Wechsler Intelligence Scale for Children 

(WISC), the Stanford–Binet (SB), Raven’s Progressive Matrices, the Otis–Lennon School 

Ability Test (OLSAT), the Scholastic Aptitude Test (SAT), and Kaufman’s Assessment 

Battery for Children (KABC). However, there are many differences between these 
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instruments, including the specific abilities and broad factors (refer Figure 1) that are tested, 

whether the instrument needs to be administered and interpreted by a trained psychologist, 

the level of language required to access the questions, the method of problem posing and 

student response (e.g., oral or written), whether activities are time scored (with higher scores 

granted for faster completion), and whether time limits are imposed. Hence, the instruments 

may not be considered equivalent, and the results must be interpreted with care and 

knowledge of the instruments. Although each instrument’s measurement will be directly 

affected by each individual student’s general intelligence and ability, the extent to which 

other more specific abilities additionally contribute to the measurement appears to vary. 

 The high costs associated with the administration of some intelligence tests present 

some difficulties in the use of intelligence tests. In addition to the financial cost of the test 

materials and the time required for analysis of results, some intelligence tests (e.g., WISC or 

SB) may only be administered by qualified psychologists to individual students. 

Consequently, the administration of individual intelligence tests to large groups of students is 

typically not feasible. As a result, schools often rely on other sources of information, 

including school grades, teacher nominations, or observations of student behaviours to select 

students for entry into gifted programs and provisions (McClain & Pfeiffer, 2012). One 

partial solution may be the use of group intelligence tests (e.g., the OLSAT). These 

intelligence tests may be administered to large groups of students simultaneously, do not need 

to be administered by qualified psychologists, and may be computer-read and analysed. 

Financially constrained schools often use group intelligence tests in place of individual 

intelligence tests, or as a screening mechanism to select a small group of students for the 

administration of individual intelligence tests (Worrell & Erwin, 2011). 

 An additional challenge to the use of intelligence tests is that, on average, students 

from disadvantaged backgrounds may score lower (Naglieri & Ford, 2015). Therefore, equity 
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concerns exist over the practice of using intelligence test results to select students for 

differentiated educational experiences (Ford, 2003; Herrnstein & Murray, 1994; Richert, 

2003 ). With respect to race, research has suggested that differences in average IQ may exist 

across different races, and that “the average IQ differences represent real differences in the 

higher-order thinking skills that people have” (Gottfredson, 2003, p. 31). Debate continues 

over whether group differences in average IQ scores are primarily caused by environmental 

(Nisbett et al., 2012) or genetic factors (Gottfredson, 2013; Rushton & Jensen, 2005). Recent 

advances in scientific understanding suggest that environmental factors may interact with, 

and regulate the expression of, genes (Bakermans-Kranenburg & van Ijzendoorn, 2015).  

 At present, significant social and political pressures remain for the practice of 

identification of gifted students to be more inclusive. In response to such concerns, and their 

litigious nature, identification of underrepresented populations has been one of the most 

active research areas in the field of gifted education (Dai et al., 2011). The most common 

recommendations that have been proposed to date have included the avoidance of cut-off 

scores and the use of multiple criteria identification approaches that rely on different data 

sources (e.g., self, parent, peer and teacher nominations, observation, test data; Richert, 2003; 

Robinson, Shore, & Enersen, 2007; Worrell & Erwin, 2011). The multiple criteria 

identification approaches, for which there is some empirical support (Foreman & Gubbins, 

2015; Rosado, Pfeiffer, & Petscher, 2015), seek to include additional insights into the 

student’s abilities that go beyond the intelligence test. One other empirically supported 

recommendation is dynamic testing, which is a procedure that employs a test-intervention-

retest format (with an individualised educational intervention), and identifies as gifted those 

students who show test scores above a predetermined threshold in the post-intervention test 

(Chaffey, Bailey, & Vine, 2015; Chaffey, McCluskey, & Halliwell, 2005; Merrotsy, 2016). 
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 Some researchers have raised concerns with recommendations to reduce the reliance 

on scores from intelligence tests and the use of identification practices that select a 

demographic mix of students, possibly as the top percentiles of the different student 

populations have been found to “differ noticeably in their ability to handle challenging 

instruction” (Gottfredson, 2003, p.31). One possible outcome of using such practices is that 

less challenging, less effective, and less appropriate programs are offered to students 

identified as being gifted. Therefore, it is argued that the “democratization” of gifted 

education will distort gifted programs away from meeting the educational needs of gifted 

students into educational supplement programs for all students, which falls far short of what 

is needed in gifted programs (Gottfredson, 2003). The tension between these two pressures—

to provide equitable opportunities to all students, and the need to meet the needs of high 

ability students—continues to this day (Card & Giuliano, 2015; Gallagher, 2015; Peters & 

Engerrand, 2016; Warne, 2016). 

 The presence of multiple models of giftedness, rich diversity in intelligence testing 

instruments, and the pressure to be more inclusive, has resulted in a plethora of different 

practices in the identification of giftedness. Each school, city, and country appears to have a 

unique policy and practice. For example, they may differ on such variables as the instruments 

used to measure intelligence, cut-off values for determining giftedness, whether achievement 

measures are also used, and whether multiple critera are used, and if so, which criteria are 

used and how they are weighted and combined (McClain & Pfeiffer, 2012). Therefore, one 

student may find himself/herself identified as gifted at one school and eligible to participate 

in the school’s gifted program, but not at another school where he/she may be excluded from 

such programs. This phenomenon is referred to as geographic giftedness (Borland, 1989), 

and further complicates and restricts the ability of researchers to compare results when 

seeking to examine gifted students. 
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2.3 Gifted Underachievement 

2.3.1 A paradox? 

 A common myth appears to exist amongst teachers, parents, students, and some 

researchers that gifted students do not struggle academically (Bangel, Moon, & Capobianco, 

2010; Baudson & Preckel, 2013; Gallagher, Smith, & Merrotsy, 2011; Geake & Gross, 

2008), and instead perform consistently at high levels in school (Clark, 2002; Smith, 2010). 

As underachievement is often understood to be a type of failure in learning, the concept of 

gifted underachievement may be considered by many to be an oxymoron (Smith, 2010; 

Hoover-Schultz, 2005). However, researchers argue that giftedness, by itself, does not protect 

a student from the many possible negative impacts on their learning (Gagné, 2009a, 2013; 

Gross, 2010; Subotnik, Olszewski-Kubilius, & Worrell, 2011). Furthermore, gifted students 

have been found to have many unique educational, social, and emotional needs that are often 

overlooked and not adequately provided for in schools (Blaas, 2014; Elijah, 2011; Swan et 

al., 2015; Yilmaz, 2015). Despite the apparent conflict in terminology, the research 

demonstrates that many gifted students are struggling (Salmela & Määttä, 2015) and 

underachieving at serious levels (Bergner & Neubauer, 2011; Rimm, 2003). 

2.3.2 Definition of gifted underachievement 

 Similar to giftedness, a plethora of definitions exist for underachievement. Indeed, 

Reis and McCoach (2000) concluded after their review of the literature that the “definitions 

of gifted underachievement are inconsistent and sometimes incompatible” (Reis & McCoach, 

2000, p. 156). Nevertheless, they found that, in general, the definitions seem to fall into one 

of three categories: 

(a) A discrepancy between a student’s ability and achievement (Baum, Renzulli, & 

Hébert 1995; Emerick, 2004); 
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(b) A discrepancy between a student’s predicted achievement and actual achievement 

(Lupart & Pyryt, 1996); and 

(c) The failure of a student to self-actualise (Rimm, 1997).  

 To resolve the problem of multiple definitions of gifted underachievement, Reis and 

McCoach (2000) proposed “an imperfect, yet workable operational definition” which is 

inclusive and combines the first two definition categories: “a severe discrepancy between 

expected achievement (as measured by cognitive/intellectual ability assessments or 

standardized achievement test scores) and actual achievement (as measured by class grades 

and teacher evaluations)” (p. 157). While the third definition category may be conceptually 

relevant, and consistent with the first two, it appears practically ineffective. As all of the 

recent research on gifted underachievement (refer Appendix 1) appears to rely on definitions 

of gifted underachievement that were in agreement with the Reis and McCoach definition, 

their definition appears to be a useful one to follow. 

 Ziegler, Ziegler, and Stoeger (2012) have challenged the common practice (refer 

Appendix 1) of using IQ based instruments for measuring expected achievement, and have 

instead argued that a student’s previous achievement (not necessarily as measured by 

standardised instruments) should be used to estimate the student’s expected achievement. 

Their argument is supported by empirical evidence which demonstrates that a student’s 

previous achievement is the best predictor of their current/future achievement (Forget-Dubois 

et al., 2007; Harlen, 2005; Hecht & Greenfield, 2001; Lohman, 2005; Meisels, Bickel, 

Nicholson, Xue, & Atkins-Burnett, 2001; Ziegler, 2008). Therefore, while the Reis and 

McCoach (2000) definition has unified the conceptualisation of gifted underachievement, 

reasonable arguments appear to exist that support the use of non-standardised measures to 

measure expected achievement. 
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2.3.3 Utility of identifying gifted underachievement 

2.3.3.1 Invisible gifted underachievement 

The underachievement of most students may be immediately obvious to teachers and 

parents due to their low level of achievement. In contrast, the underachievement of gifted 

students may often remain unnoticed as they may continue to perform at an average, or even 

high, level relative to their age peers and grade standards. The underachievement, and 

giftedness, of such students is most likely to remain invisible (Chaffey, Bailey, & Vine, 

2003). Invisible underachievement occurs when a student is performing well below their 

potential, but are nevertheless perceived to be succeeding and progressing normally at school. 

Two possible explanations for this phenomenon include a situation where a student 

purposefully hides their giftedness for peer acceptance (Jung, McCormick, & Gross, 2012), 

and the situation where gifted students are achieving highly without any effort or new 

learning  (e.g., when they are tested on content learned previously; Tze, Daniels, & Klassen, 

2016). In both cases, the discrepancy between the student’s measured levels of expected 

achievement and actual achievement may not be determined to be severe, despite a 

substantial level of underachievement. 

2.4 Identification of Gifted Underachievement 

Any operational definition for identifying gifted underachievement must specify the 

following four elements to establish how underachieving gifted students may be demarcated 

from their peers:  

(a) How expected achievement may be measured;

(b) How actual achievement may be measured;
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(c) How measurements of expected achievement and actual achievement may be 

compared to determine the size of the discrepancy between expected and actual 

achievement; and 

(d) How large a discrepancy should be to be considered “severe” to deem that 

underachievement has occurred. 

The Reis and McCoach (2000) operational definition of gifted underachievement has 

provided guidance relating to the first two of these four elements. Nevertheless, a review of 

the peer-reviewed literature from 1990 to 2016 in ERIC (i.e., using the keywords gifted 

underachievement or gifted underachiever), indicated that while uniformity has largely been 

reached among scholars on the first two elements, there is substantial inconsistency with 

respect to the last two elements. The application of methods to identify/measure gifted 

underachievement used in the 52 identified studies is summarised in Appendix 1. 

2.4.1 Measurement of expected achievement 

 In outlining an operational definition of gifted underachievement, Reis and McCoach 

(2000) specify ideal measurements of expected achievement to be: (a) the results of 

intellectual ability tests and (b) prior administrations of standardised achievement tests. In the 

review of the literature (Appendix 1), most studies (63%) relied on only one of these two 

measurements for the identification of gifted underachievement, while 77% of the studies 

utilised at least one of these measurements. The remaining studies used measures including 

previous school achievement (e.g., Emerick, 2004; Hébert, 2001), enrolment in gifted 

programs (typically with no information on the selection process for the gifted programs; e.g., 

Diaz, 1988; Hébert & Olenchak, 2000), and observations of students (e.g., Cavilla, 2015; 

Rafidi, 2008).  
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  Despite the apparent consistency in the types of measurements that have been used, it 

is noted that intellectual ability tests and standardised achievement tests may vary 

significantly in the content they examine and the method of their assessment. For example, 

they may vary in terms of the broad ability factors that are assessed, whether time of 

completion is considered in scoring, whether they are completed on a one-on-one basis or in a 

group environment, and whether they are administered by a trained psychologist or a 

classroom teacher. These differences alone may produce very large discrepancies in expected 

achievement scores, with one study finding that two commonly used standardised intelligence 

tests produced mean differences greater than one standard deviation for participants 

(Silverman et al., 2010). Therefore, although the type of measurements used to assess 

expected achievement may be consistent, the diverse range of  instruments that exist within 

each measurement type may present a significant challenge to the consistency of the 

identification and measurement of gifted underachievement. 

2.4.2 Measurement of actual achievement 

 Reis and McCoach’s (2000) operational definition of gifted underachievement also 

specified permissible measurements of actual achievement to include current class grades and 

teacher evaluations. As a review of the literature (Appendix 1) indicated that 73% of studies 

relied only on a student’s school grades to determine their actual achievement, the practice 

appears to be widely adopted among researchers. Nevertheless, other scholars have been 

found to use the results of standardised achievement tests, tests of general knowledge (e.g., 

Figg, Rogers, McCormick, & Low 2012), and the educational pathway of students (e.g., 

Timmermans, van Lier, & Koot, 2009). Similar to measures of expected achievement, the 

diverse range of instruments that exist to measure actual achievement may present a 

significant challenge to the consistency of the identification and measurement of gifted 

underachievement. 
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2.4.3 Comparison of expected achievement and actual achievement 

 Reis and McCoach’s (2000) definition did not stipulate a preferred method for 

comparing the measured expected and actual achievement to establish gifted 

underachievement. Perhaps unsurprisingly, this area remains the largest area of inconsistency 

among researchers in the identification of gifted underachievement. From the review of the 

literature (Appendix 1), it was established that four types of methods to identify 

underachieving gifted students are commonly used. In order of popularity, they were as 

follows: 

(a) Absolute split (ABS) method (57%); 

(b) Nomination (NOM) method (31%); 

(c) Simple difference (SD) method (14%); and 

(d) Regression (REG) method (10%). 

Eight studies used multiple methods (either in combination, or in comparison) to identify 

gifted underachievement. Two further studies used a unique, alternative approach (i.e., Rasch 

models) in the identification of underachievement among the general student population, 

which may possibly be adapted to assess underachievement among gifted students (Phillipson 

& Tse, 2007; Van Nijlen & Janssen, 2015). 

The various methods of identification of underachievement may be classified 

according to whether they rely on statistical techniques (that compare quantitative 

measurements of ability and achievement), or qualitative judgements by individuals. The 

methods that utilise statistical techniques are the two variations of the absolute split method, 

the simple difference method, and the regression method. Two of these methods, simple 

difference and regression methods, may also be classified as methods of measurement of 

underachievement, as they (unlike the other methods) calculate a measurement of the degree 
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of underachievement for each student. Figure 8 shows the different classifications of methods 

to identify gifted underachievement. The following sections describe each of these methods. 

  

 

Figure 8. Classification of common methods to identify gifted underachievement (GUA). 

 

2.4.3.1 Absolute split method 

 The absolute split method was found to be the most commonly used statistical 

technique to identify gifted underachievement (e.g., Vlahovic-Stetic, Vidovic, & Arambasic, 

1999). This method requires a quantitative measure of a student’s expected achievement (i.e., 

ability or past achievement) and their actual achievement (i.e., current achievement). Gifted 

underachievement is deemed when a student’s expected achievement falls into a high 

category (e.g., top 5%) and his/her actual achievement is below some arbitrarily set threshold 

(e.g., bottom 50%). In the research to date, the condition of high expected achievement has 
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usually been determined on the basis of a student’s IQ score, although occasionally a student 

was considered gifted on the basis other measures (Peterson & Colangelo, 1996; Peterson, 

2000). The condition of low actual achievement has usually been determined by performance 

below a threshold achievement score (i.e., one variation of the absolute split method; Baslanti 

& McCoach, 2006) or a threshold rank (i.e., a second variation of the absolute split method; 

Hanses & Rost, 1998). It is noted that none of the other methods used to identify gifted 

underachievement use ranked scores. Occasionally, other indicators of low actual 

achievement have also been used, such as the experience of academic probation (Baker, 

Bridger, & Evans, 1998), the low level of difficulty of enrolled courses (Hébert, 2001; 

Timmermans et al., 2009), or dropping out of school (Reis et al., 2005; Sikora & Saha, 2011). 

Figure 9 shows the students who would be selected by an application of the absolute split 

method with the threshold for expected achievement chosen to be the top 10% of ability (in 

accordance with Gagné’s model) and the threshold for actual achievement chosen to be 

below the first quartile (i.e. below the 75
th

 percentile). It is noted that unlike the simple 

difference and regression methods, the two variations of the absolute split method do not 

produce a measurement of the degree of underachievement. 
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Figure 9. Absolute Split (ABS) method of identifying gifted underachievement (GUA) 

2.4.3.2 Nomination method 

 Nomination is another commonly used method to identify underachieving gifted 

students. Most often, this method is used to identify participants for intervention programs 

and counselling services (Davis & Rimm 1998; Rimm, 1991), or for qualitative research case 

studies (e.g., Cavilla, 2015). The nomination method is not a statistical method, nor does it 

provide a measure of gifted underachievement. Although there is significant variation in how 

the nomination method is used, a typical implementation procedure would involve a 

judgement being made about whether a student is underachieving on the basis of their 

impressions of the student. Nominations may be made by different people, including 

teachers, parents, peers, and the students themselves (i.e., self-nominations). Nevertheless, 
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teacher nominations appear to be used almost exclusively by researchers (for some 

exceptions, see Lau and Chan, 2001a; Flint, 2002). 

 In the research to date, the processes that teachers have followed to make their 

selections have varied substantially. Nevertheless, teachers appear to commonly use the 

following information in completing nominations: student’s participation in the classroom, 

attendance, behaviour, student records, profiles of gifted underachievers, degree of assistance 

provided in class, student background, and home environment (Fisher, 2005; Pipkin, Winters, 

& James, 2007; Rafidi, 2008). On occasion, researchers provided teachers with guidance for 

selection by providing an identification checklist, or trained teachers to understand and 

recognise underachievement (Donnelly, 2010). It is noteworthy that Lau and Chan (2001a) 

required teachers to provide reasons for their selections, which they later screened. 

2.4.3.3 Regression method 

 The regression method is a complex statistical method for the identification and 

measurement of gifted underachievement. This method requires quantitative measurements of 

expected achievement and actual achievement for a group of students (e.g., all students of a 

certain year group at a school). After the data for all students in the group are plotted on a 

graph (e.g., expected achievement on the x axis and actual achievement on the y axis), a 

straight line that best fits the data is plotted. This reference line, sometimes called the line of 

best fit, but more technically known as the regression line, describes the average relationship 

between expected achievement and actual achievement for the assessed group. A particular 

student’s position on the graph relative to the regression line is used to make determinations 

about gifted underachievement. It is noted that the regression method is simultaneously 

considered to be an identification method and a measurement method, as a measurement of 

the degree of gifted underachievement is possible by examining how far a student performs 

below the regression line (refer Appendix 12). 
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 Among those students who qualify as gifted (i.e., students whose expected 

achievement is greater than a threshold such as the 90
th

 percentile), those who are considered 

to be underachieving are those who fall at least one standard error below the regression line 

(Bouffard, Roy, & Vezeay, 2005; Gorard & Smith, 2004; McCall et al., 2000; Preckel et al., 

2006), or occasionally, two standard errors below the regression line (Peters & van Boxtel, 

1999; Plewis, 1991). Standard error is a measure of the accuracy of the regression line as a 

representation of the plotted data, and assesses the deviation of observed measurements from 

this line. Figure 10 shows the students who would be selected as exhibiting gifted 

underachievement by an application of the regression method with a threshold of one 

standard error.  

The regression method is a comparative method of identifying and measuring gifted 

underachievement that relies on the average relationship between expected and actual 

achievement of students in the assessed group. Gifted underachievement is considered to be 

exhibited by those students who: (a) qualify as being gifted due to their level of expected 

achievement, and (b) have a low level of actual achievement relative to other students in the 

group with the same level of expected achievement. Some researchers (e.g., McCall, Beach, 

& Lau, 2000) argue strongly for the exclusive use of the regression method as: (a) it may be 

easily adapted and used with any combination of expected and actual achievement 

measurements, (b) it is able to identify underachieving students of all levels of ability, and (c) 

it consistently identifies the same proportion of underachieving students (regardless of the 

data combination, or ability range of the students). As a result, the regression method is much 

more popular in studies of underachieving students in the general student population (i.e., not 

restricted to gifted students; e.g., Bouffard, Roy, & Vezeau, 2005; Preckel, Holling, & Vock, 

2006). However, other researchers have argued that these properties are precisely why the 

method is invalid (Van den Broeck, 2002a, 2002b). 
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Figure 10. Regression (REG) method of identifying gifted underachievement (GUA). 

 

2.4.3.4 Simple difference method 

 The simple difference method is a statistical method for the identification and 

measurement of gifted underachievement (Lau & Chan, 2001a). Similar to the regression 

method, the simple difference method requires a quantitative measurement of a student’s 

expected achievement and actual achievement. Nevertheless, unlike in the regression method, 

both measurements are converted into standardised units using the standard deviation for 

each measurement instrument used. Thereafter, the degree of underachievement for each 

student is calculated by subtracting each student’s standardised actual achievement score 
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from the student’s standardised expected achievement score (refer Appendix 12). Gifted 

underachievement is deemed when a student’s standardised expected achievement score is at 

least one standard deviation greater than his/her standardised actual achievement score (Carr, 

Borkowski, & Maxwell, 1991; Nurmi, Onatsu, & Haavisto, 1995; Tuss et al., 1995; Ziegler & 

Stoeger, 2010). Variations in the choice of threshold value from one standard deviation 

appear to be rare, and are typically small (e.g. 1.1 standard deviations, Bergner & Beubauer, 

2011), in the literature.  

Graphically, the simple difference method (refer Figure 11) appears similar to the 

regression method. However, there are two key differences. First, the reference line used is 

not the line of best fit, but rather a diagonal line at 45º to the axes (i.e., the line where a 

student’s expected achievement is equal to his/her actual achievement in standardised units). 

Second, the units of measurement are different for the two methods. In the simple difference 

method, underachievement is measured using standard deviation units, whereas in the 

regression method, underachievement is measured using standard errors.  
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Figure 11. Simple difference (SD) method of identifying gifted underachievement (GUA). 

2.4.4 “Severe” discrepancy 

 The Reis and McCoach (2000) definition of gifted underachievement did not 

prescribe a recommended threshold for determining what would constitute a “severe” 

discrepancy between expected and actual achievement to deem gifted underachievement. 

Nevertheless, all of the statistical methods for identifying gifted underachievement (i.e., 

absolute split, regression, and simple difference methods) rely on an arbitrarily selected 

threshold value to determine when a discrepancy between expected achievement and actual 

achievement becomes severe. In the majority (73%) of the identified studies using either the 

simple difference or regression methods, one standard deviation or one standard error of 

estimate was selected as the threshold value. Only a very few studies utilised larger 
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thresholds that were closer to two standard deviations or errors (e.g., Peters & van Boxtel, 

1999). 

 The selection of the appropriate threshold has been described by Ziegler et al. (2012) 

as effecting a balance between the types of false classifications. A low threshold may 

increase the rate of incorrect classifications of gifted underachievement (type I error), while a 

high threshold may increase the rate of incorrect classifications of gifted achievement (type II 

error), which increases the number of cases of invisible underachievement. It may be the case 

that the use of an overly high threshold may greatly reduce the usefulness of the identification 

methods for gifted underachievement, as part of their purpose would be to overcome the 

problem of invisible underachievement. 

 It is noteworthy that the process for diagnosing learning disabilities appears similar to 

the process for identifying gifted underachievement. Specifically, a commonly used method 

for the identification of students with learning disabilities uses an IQ-achievement 

discrepancy criterion (Reschly & Hosp, 2004), which fits the definition of gifted 

underachievement proposed by Reis and McCoach (2000). Under this criterion, the standard 

psychological diagnostic manual (DSM-IV) requires “a discrepancy more than 2 standard 

deviations between achievement and IQ” (American Psychiatric Association, 2000, pp.49–

50) to diagnose a learning disability, and that lower discrepancies of between one and two 

may be sufficient in some cases. While the new psychological diagnostic manual (DSM-V; 

American Psychiatric Association, 2013) has adopted broader diagnostic criteria, the many 

recent updates to the manual have been heavily criticised (British Psychological Society, 

2011; Demazeux & Singy, 2015; Robbins, 2011) and the discrepancy approach still appears 

to be the most commonly used approach (Maki et al., 2015). 
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 While it may be reasonable to conclude that all gifted students with a learning 

disability may also be identified as exhibiting underachievement, it is not reasonable to 

expect that all gifted students who underachieve have a learning disability. Indeed, Reis and 

McCoach’s (2000) definition of gifted underachievement claims that “to be classified as a 

(gifted) underachiever, the discrepancy between expected and actual achievement must not be 

the direct result of a diagnosed learning disability” (p. 157). This would suggest that the 

larger threshold value of two standard deviations, which is used to diagnose learning 

disabilities, may be too extreme to be used for the identification of gifted underachievement. 

If the threshold of two standard deviations was adopted, the operational definitions of 

underachievement and learning disability may be so similar that they could be considered 

identical phenomenon. The lower threshold of one standard deviation therefore appears to be 

more appropriate. 

 In contrast to the simple difference and regression methods, the thresholds used with 

the absolute split method appear to have much more variation. Most notably, two clear 

variants of thresholds used with the absolute split method appear to exist in the literature: (a) 

a threshold of student rank, and (b) a threshold of student raw score. In addition to these 

different types of thresholds, the threshold values also appear to vary considerably (e.g. a 

GPA below 2.0 in Baslanti, 2008; a GPA below 3.49 in Matthews & McBee, 2007; below the 

85th percentile [i.e., rank] in Figg et al., 2012; below the average in Guldemond, Bosker, 

Kuyper, & van der Werf, 2007). Reflecting these differences in the thresholds used, two 

variants of the absolute split method (i.e., absolute split I and absolute split II) will be 

examined in this investigation as two separate identification methods. One of these will use a 

threshold of student rank (i.e., below the 75
th

 percentile), in recognition of the “extremeness” 

of using the most commonly used student rank threshold of below the 50
th

 percentile (i.e., the 

50
th

 percentile may be as large as two standard deviations below the level gifted students are 
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expected to achieve; Uttl, 2005), while the other will utilise the most commonly used student 

raw score threshold of 80% (Appendix 1).  

2.4.5 Impact of variations in methods for identifying gifted underachievement 

 A number of problems have arisen from the existence of multiple methods to identify 

and measure gifted underachievement. One significant impact may be the wide range of 

prevalence estimates of gifted underachievement. This problem was noted as early as 1964 

when Farquhar and Payne claimed that “there is an extreme range in the absolute number of 

individuals identified as under- and over-achievers, depending upon the particular technique 

used” (pp. 882–883). The problem continues to this day. At one extreme, Hsieh et al. (2007) 

found that as many as 54% of gifted students were underachieving, while at the other, 

Colangelo, Kerr, Christensen, and Maxey (1993) suggested that less than 1% were 

underachieving. Other researchers have found the prevalence of gifted underachievement to 

fall somewhere in between (e.g., 9% by Matthews & McBee, 2007; 16% by Guldemond, 

Bosker, Kuyper, & van der Werf, 2007). This may lead to confusion as various stakeholders 

are unable to assess the precise prevalence, and therefore the seriousness, of the problem. 

One possible consequence is that the problem may be dismissed. 

 Relatedly, the research into interventions to address the needs of gifted students who 

underachieve is hampered by contradictory results when trials are repeated using different 

identification methods to select participants. Unfortunately, researchers have still not reached 

a consensus on the optimal interventions to assist gifted students who are underachieving 

(Ryan & Coneybeare, 2013). It is not clear if this reflects a problem with the interventions 

that have been studied, or the significant variability in how students were identified as 

underachieving. Indeed, every review on the topic of gifted underachievement has denounced 

the use of different methods to identify and measure gifted underachievement because it 
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limits the ability of research findings to be compared (Dowdell & Colangelo, 1982; Reis & 

McCoach, 2000). 

  Of note to this investigation, two prior studies have attempted to empirically compare 

the methods for identification of gifted underachievement. Annesley, Odhner, Madoff, and 

Chansky (1970) investigated four identification methods: (a) simple difference with a one 

standard deviation threshold, (b) simple difference with a one standard error of measurement 

threshold, (c) regression with a one standard error of estimate threshold, and (d) teacher 

nomination. They used all four methods with the same group of 157 first grade students and 

concluded that the four methods do not identify the same group of gifted students. More 

recently, Lau and Chan (2001a) investigated four different identification methods: (a) simple 

difference with a one standard deviation threshold, (b) regression with a one standard error of 

estimate threshold, (c) absolute split using a rank-based threshold of below 25
th

 percentile 

(bottom quartile), and (d) a combination of teacher and peer nominations (as a single 

nomination method). They applied all four methods to 126 Grade 7 students, and reached the 

conclusion that the three statistical methods were in agreement, while the nomination 

methods identified different students to the statistical methods. A possible reason for the 

disagreement between the two studies may lie in the limitations of these studies (e.g., 

relatively small sample sizes, participants of a single grade, a single combination of ability 

and achievement measurements, and the non-use of statistical methods that measure and 

assess agreement among the methods).  

It is unfortunate that, despite the efforts of researchers, the concern from six decades 

ago – “it is obvious that a dire need exists to adopt standard definitions of the procedures for 

identifying discrepant achievers” (Farquhar & Payne, 1964, p. 883) – remains unresolved.  
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2.5 Semantics 

 In addition to the confusion arising from the inconsistent use of identification 

methods, there is also considerable confusion arising from the use of the term 

underachievement with different technical or non-technical meanings. As a result of the 

ambiguous use of the term, Smith (2010) has suggested that it “has probably outlived its 

usefulness” (p. 46), while Plewis (1991) has proposed that it be abandoned altogether. 

Nevertheless, both scholars simultaneously acknowledge that there remains a crucial concept 

underlying underachievement that is important to educational research. Faced with this 

problem, both Smith (2010) and Plewis (1991) recommend a general conception of 

underachievement as an individual phenomenon, that occurs when a student’s performance is 

not commensurate with their level of ability (which is consistent with Reis and McCoach’s 

[2000] operational definition of gifted underachievement). This section attempts to elucidate 

some of the common uses of the term underachievement that differ from the recommended 

definition. 

2.5.1 Relative position, achievement gap, or underachievement? 

 One of the most common uses of the term underachievement is to indicate the relative 

achievement of two groups of students. In this use, one group is said to underachieve if the 

mean achievement within that group is below the mean achievement from at least one other 

group. The most common bases of grouping include ethnicity, gender, age, country, or social 

class. Hence, a researcher may claim that boys are underachieving compared to girls (as is 

commonly reported in reading and writing subjects; e.g. Bush, 2005), or that one country is 

underachieving compared to others (e.g., on the basis of the Trends in Mathematics and 

Science Study [TIMSS] results). Plewis (1991) refers to such comparisons as the relative 

position of one group with respect to another, while Smith (2010) uses the expression 

achievement gaps between different groups. It is noted that even though achievement gaps 
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exist between groups and are often well-documented, the individual students within any 

“underachieving” group may each still be achieving to their full potential depending on their 

level of ability (Gottfredson, 2000; Smith, 2010; Swann, 1985). 

2.5.2 Low achievement and underachievement 

 The term underachievement is also sometimes used synonymously with the term low 

achievement (e.g., Jarjoura, Tayeh, & Zgheib, 2015). Faced with this problem, Smith (2007), 

and separately Landis and Reschly (2013), proposed a differential definition for low 

achievement, as achievement well below the average for a broad sample of age peers. Smith 

(2010) has suggested that students identified as low achievers under this definition may be a 

homogenous group with large numbers of students from low socioeconomic status 

backgrounds. It is noted that it will be possible for gifted students who achieve above the 

average of their age peers (i.e., not exhibiting low achievement), to nevertheless be 

underachieving as they may not be achieving to their level of expected achievement.  

2.5.3 Underachievement, underachievers, or underachieving? 

 The terms underachiever and underachievement are often used interchangeably by 

researchers. Underachievement refers to the actual achievement of a student being 

significantly below their level of expected achievement. Hence, a single case of poor actual 

achievement may be recognised as underachievement. In contrast, for a student to be labelled 

as an underachiever, Reis and McCoach (2000) suggest that the underachievement “must 

persist over an extended period of time” (p. 157). Nevertheless, in practice the term 

underachiever appears to be used quite readily, and without evidence of persisting 

underachievement (refer Appendix 1). Such an application of the label underachiever is 

perhaps inappropriate.  
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 In addition, when making reference to the phenomenon of a severe discrepancy 

between expected and actual achievement, it may be ideal to follow the guidelines of the 

American Psychological Association (APA) relating to disability. The APA mandates that in 

scientific and professional communication, authors use person-first language and therefore 

refer to “people with a disability”, rather than “disabled people” (APA, 2010). This language 

highlights that each individual’s experience of the disability is unique and that the disability 

does not become a defining feature of their identity (Dunn & Andrews, 2015). Consequently, 

rather than labelling an individual as an underachiever, it may be preferable for researchers to 

instead refer to an individual who is (or was) underachieving, or simply to the 

underachievement itself. 

2.6 Concerns with the Gifted Underachievement Construct 

 It is noted that the construct of gifted underachievement has been plagued with the 

longstanding problem of inconsistent results from investigations into the issue, which has 

kept gifted underachievement as a seemingly perpetual enigma (Dowdall & Colangelo, 1982; 

Farquhar & Payne, 1964; Reis & McCoach, 2000; Obergriesser & Stoeger, 2015). Some 

researchers have therefore expressed doubts about the usefulness and the validity of the gifted 

underachievement construct, going so far as to suggest that it may perhaps be an ambiguous 

and arbitrary construct (Smith, 2010; Ziegler, Ziegler, & Stoeger, 2012). Despite the 

criticisms, many researchers, including some critics (Smith, 2010; Ziegler, Ziegler, & 

Stoeger, 2012), defend the necessity and importance of the construct. 

2.6.1 IQ-based measures  

 Ziegler, Ziegler and Stoeger (2012) provide a significant critique of the Reis and 

McCoach (2000) version of the gifted underachievement construct which promotes the use of 

IQ-based measures of expected achievement. Specifically, Ziegler et al. (2012) argue that if 
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the gifted underachievement construct is assessed using IQ-based measures, the construct 

may have limited validity. They provide three criticisms from three different perspectives: 

theoretical, methodological and empirical. The theoretical criticism is that the reliance on IQ 

measures is fallacious as any identified gifted underachievement demonstrates not the 

“failure” of the student to achieve, but rather a failure of the IQ-based model of giftedness 

used to predict the student’s achievement. Their empirical criticism, which appears to be the 

basis of the theoretical criticism, presents evidence that a variety of research has established 

IQ as a poor predictor of adult achievement. However, the gifted underachievement construct 

finds its utility primarily in the identification of children who may benefit from interventions 

rather than adults, and many scholars strongly argue that IQ is the best predictor of a 

student’s future achievement (Assouline, 2003; Neubauer & Opriessnig, 2014). 

 The third criticism from Ziegler, Ziegler, and Stoeger (2012) is methodological in 

nature. This criticism relates to the problem that when two instruments are combined, their 

errors in measurement are also combined, resulting in an unsatisfactorily high level of error 

in the identification of gifted underachievement. They present significant statistical 

arguments which demonstrate that in a situation where no underachievement actually exists, 

approximately 10% of all students would still be identified as underachieving given typical 

estimates of reliability for IQ instruments (.85) and school marks (.55). Nevertheless, if the  

instruments used are restricted to those that are the most accurate among those available, the 

false identification rate is reduced significantly. 

 To resolve these three issues Ziegler et al. (2012) suggested that IQ instruments 

should be excluded from the assessment of the underachievement construct, in favour of a 

student’s previous achievement as the measure of expected achievement. Unfortunately, such 

a recommendation may be problematic. From a theoretical perspective, the underachievement 

construct may be considered to find its utility in identifying those students whose needs are 



  43 

not being met and may therefore benefit from school-based interventions. However, if the 

construct is constrained only to past student achievement, students who exhibit chronic 

underachievement may never be identified or supported. Furthermore, the use of IQ-based 

measures to determine a student’s level of expected achievement is more likely to detect 

otherwise invisible gifted students, who may be among the most disadvantaged and 

vulnerable students in schools (Blaas, 2014; Funk-Werblo, 2003; Silverman, 1997). 

2.6.2 Adaptability to different models of giftedness 

 Some scholars have expressed concerns relating to the adaptability of the gifted 

underachievement construct to the diverse conceptions of giftedness that exist (Ziegler, 2008; 

Ziegler, Ziegler, & Stoeger, 2012). In response, an alternative, delphic, conceptualisation of 

gifted underachievement has been proposed, which suggests that “underachievers are talented 

persons whose current achievement is below experts’ expectations. Without intervention, this 

will result in unfavourable prognoses for the achievement of excellence” (Ziegler, Ziegler, & 

Stoeger, 2012, p.124). Unfortunately, the increasing adaptability of the definition may lead to 

greater inconsistency. For example, in comparison with the conceptualisation of Reis and 

McCoach (2000), this conceptualisation removes direction on suitable instruments for 

identification. Moreover, it makes reference to “underachievers”, which may be inappropriate 

for reasons of ethics and empirical validity in this thesis.  

2.6.3 Arbitrary threshold values 

 The selection of a threshold to distinguish between what may be deemed as 

underachievement and what may be considered a typical fluctuation in achievement will 

necessarily be arbitrary. While it does appear to be common consensus that the threshold 

should be one standard deviation (cf. Appendix 1; Reis & McCoach, 2000; Ziegler, Ziegler, 

& Stoeger, 2012) there has been no theoretical or empirical argument to establish that this 

threshold is appropriate. Furthermore, this common consensus only appears to exist for the 
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simple difference and regression methods of identification. In contrast, the absolute split 

methods have a much greater degree of diversity in thresholds utilised. Moreover, the 

threshold of one standard deviation for the simple difference method is not equivalent to the 

threshold of one standard error for the regression method. One possible solution may arise if 

instead of utilising these thresholds researchers and practitioners refer to the degree of 

underachievement. 

2.6.4 Underachieving environments 

 Some scholars have proposed a paradigm shift in the field of gifted education 

whereby giftedness is not considered a construct of an individual student, but rather a 

construct of the environment that students are in (Dai & Renzulli, 2008; Harder et al., 2014; 

Ziegler, 2005; Ziegler & Phillipson 2012). Relatedly, Funk-Werblo (2003) have proposed 

that gifted underachievement should be assessed at the level of the school rather than the 

individual student. Nevertheless, such a proposal may be at odds with the primary utility of 

the gifted underachievement construct, which is to identify students whose fundamental 

needs are not being met so that appropriate interventions may be provided. For example, 

some may argue that it is unreasonable to expect no students attending any single school to be 

exhibiting gifted underachievement, regardless of the high performance of the school as a 

whole, as many factors beyond the school may influence an individual student’s achievement. 

Nevertheless, the additional use of the gifted underachievement construct to assess the 

effectiveness of a school (or even individual teachers) may have potential, as the current 

practice of measuring and therefore ranking schools on the basis of their student’s 

achievement may be subject to manipulation (e.g., the exclusive enrolment of high 

achievers). It may indeed be the case that many schools appear to provide excellent 

environments due to the high level of results that are produced, when in fact many students 

are exhibiting underachievement and the school is having a negative impact. 
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2.7 Summary 

 In this chapter, the relevant literature on giftedness, gifted underachievement, and the 

identification/measurement of gifted underachievement was discussed. There appear to be 

several different methods that are commonly used to identify and measure gifted 

underachievement, even though the practice of using these methods appears to be causing 

considerable confusion and conflict among researchers and practitioners. Furthermore, no 

firm basis or guidance appears to exist on how to make an optimal choice among these 

methods. The next chapter describes the theoretical framework that was used to guide this 

investigation. 
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3 Theoretical Framework 

3.1 Introduction 

 The purpose of this chapter is to outline the theoretical framework that guided the 

investigation. This theoretical framework is expected to allow for the collection of the most 

important and useful evidence to contribute to the assessment of the methods that identify and 

measure the underachievement of gifted students. 

3.2  Validity Theory and a Validation Framework 

Validity is the “most fundamental consideration” (AERA, APA & NCME, 1999, p.9) 

when assessing the use of measurement and identification instruments, and is therefore 

characterised as “the reigning deity” (Cizek, Rosenberg & Koons, 2008, p. 397) of 

psychometrics. Nevertheless, modern validation appears to be one of the most misunderstood 

and misused concepts, and therefore a clear guide for how to carry out validation is needed 

(Frisbie, 2005). This section attempts to outline the basic concepts of validity, the changes 

that modern validity theory has brought, and a guiding framework for validation for this 

investigation. 

3.2.1 Validity theory 

 Often validity is used to refer to whether an instrument measures what it claims to 

measure (Field, 2013). In contrast to this traditional view, modern validity theory suggests 

that it is not the instrument itself that is validated, but rather the degree to which actions and 

interpretations are supported by empirical evidence and theoretical rationale (AERA, APA & 

NCME, 1999; Borsboom, 2012; Cizek et al., 2008; Cizek, Bowen & Church, 2010; 

Cronbach, 1971; Fraenkel & Wallen, 2006; Kane, 2006; 2013; Messick, 1989; 1995; 

Wolming & Wikström, 2010). An illustrative example is that under modern validity theory, 

rather than making an assessment of whether a ruler is a valid instrument, the focus should be 
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on whether the measurements from a ruler are being used appropriately (e.g., the use of 

height measurements to restrict shorter children from going on certain rides). 

 Traditionally, three types of validity have been assessed to validate an instrument: 

criterion, content and construct validity (Fraenkel & Wallen, 2006). Criterion validity 

examines the relationship between scores obtained with the instrument being examined and 

scores obtained from another instrument which is known to be valid, while content validity 

examines the content and format of the instrument to determine whether it is logical, 

comprehensible, adequate and appropriate. Construct validity examines the validity of the 

psychological constructs (i.e., a hypothesised variable which is not directly observable but 

explains some aspect of human behaviour, such as intelligence) being measured by the 

instrument. The validity of the construct (and thus of its measurement) relies on how clearly 

the construct is defined, whether testable hypotheses are able to be made based on the 

construct, and whether empirical evidence supports the testable hypotheses (Fraenkel & 

Wallen, 2006). Kane (2006, 2013) suggests that while the assessment of these three types of 

validity are important in modern validity theory, they are not sufficient in themselves to 

justify the validity of interpretations made from the measurements. 

 Three major changes from the traditional approach have been introduced in modern 

validity theory. First, and as noted previously, there has been a shift away from validating the 

instrument itself and onto validating the interpretation and use of data from the instrument. 

Second, with the focus on the appropriateness of the interpretation and use of the data, 

criterion, content, and construct validity are now considered to be different sources of 

evidence of validity. Third, there is now an increased focus on the context and consequences 

of the uses of a measurement as another source of evidence of validity. For example, the 

appropriateness of the decisions made on the basis of a measurement to achieve positive 

consequences or avoid negative consequences may be considered evidence of validity. 
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However, it is noted that very few researchers attempt to include consequential evidence to 

support validity, leading some to conclude that such evidence is too difficult or impossible to 

locate, or that such evidence does not exist (Cizek, Bowen & Church, 2010; Fraenkel & 

Wallen, 2006; Reckase, 1998). 

3.2.2 Kane’s validation framework 

 Due to the complex nature of modern validity theory, a guiding framework is helpful 

to ensure that evidence is collected and used appropriately. Kane (2006, 2013) provides such 

a guiding framework, which appears to be well received by scholars (Brennan, 2013; Davies, 

2012; Moss, 2013; Newton, 2013; Sireci, 2013) and utilised across a variety of disciplines 

(Aryadoust, 2011; Bell et al., 2012; Hill et al., 2012; Kumazawa, 2013; McGaghie, Cohen, & 

Wayne, 2011;Wang, Choi, Schmidgall & Bachman, 2012). It is noteworthy that Chapelle, 

Enright, and Jamieson (2010) consider Kane’s approach to be “a clear improvement” (p.12) 

to existing practices when it was evaluated in comparison to the standards outlined in AERA, 

APA, and NCME (1999). Indeed, a consensus appears to exist that Kane provides effective 

and simple guidelines for validation studies (Chapelle, 2012).  

 Kane’s (2006, 2013) framework requires researchers to use empirical evidence and 

sound reasoning to make arguments for the validity of their interpretations and uses of 

instruments. To guide the researcher, Kane suggests that, first, an outline of the formal logical 

steps involved in the interpretation and use of instruments be prepared. Thereafter, the 

researcher is required to determine which of the formal logical steps are the most contestable, 

to focus the collection of evidence to determine whether these contestable steps may be 

empirically demonstrated. Kane adopts a specific set of terms to refer to each part of this 

validation process:  

(a) the outline of formal logical steps involved in the interpretation and use of 

instruments is called the interpretation/use argument; 
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(b) each logical step is referred to as an inference; and  

(c) the concluding discussion of evidence supporting or opposing the validity of the 

interpretation/use of instruments is called the validity argument. 

3.2.3 The interpretation/use argument 

 The interpretation/use argument is an outline of each of the formal logical steps (i.e., 

the inferences) that are made between the observation of performance to the eventual 

interpretation/use of instrument data. Each inference will rely on assumptions, which are also 

stated as part of the interpretation/use argument. Kane (2006, 2013) notes that a good 

interpretation/use argument is one that is clear, coherent and complete. Of interest to this 

investigation, Kane identified five common inferences (i.e., scoring inference, generalisation 

inference, extrapolation inference, decision inference, and implication inference) that arise 

when using test instruments to reach conclusions about people. These are outlined in the 

following sections and further elucidated using an example (interpretation/use arguments 

typically include some or even all of these inferences):  

3.2.3.1 Scoring inference 

 Scoring is the first inference in the use of any instrument. Scoring is the process 

where a person’s observed performance (e.g., written answer in a test, artwork, actions during 

a wrestling match etc.) is assigned a numerical value based on a set of scoring rules. The two 

assumptions associated with this inference are that an appropriate scoring rule was used and 

that the scoring rule was applied by the scorers as specified. While scoring rules are typically 

assessed when a test is developed, their appropriate application may be evaluated. 

3.2.3.2 Generalisation inference 

 Generalisation is commonly the second inference. Generalisation is required to allow 

the results of an instrument from different occasions and different people to be compared. 
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Kane (2013) explains that two types of generalisation need to be considered when using 

measurements from an instrument. First, there is an expectation that the measurements are 

generalisable across the different occasions on which the instrument was administered. This 

type of generalisation requires that the different conditions under which the instrument was 

used did not significantly affect the measurements. Some degree of generalisability across 

occasions is almost always necessary for the interpretation of measurements to be meaningful 

(Brennan, 2001; see Moss, 1994 for counter examples).  

 The second type of generalisation is the expectation that an instrument makes 

consistent measurements. This is more commonly known as reliability (Punch, 2005). While 

there are several methods to estimate reliability (e.g., test-retest, split-half, Cronbach’s alpha), 

each is fundamentally based on the concept of taking multiple measurements and calculating 

the variation between the measurements (Field, 2013; Fraenkell & Wallen, 2006; Trochim & 

Donnelly, 2007). Such generalisability over tasks is always a necessary, but not a sufficient, 

condition of validity (Kane, 2013). It is noted that reliability evidence is probably the most 

common type of validity evidence reported for educational and psychological measurements 

(Cizek et al., 2008). 

 As with the scoring inference, the generalisability inference is typically assessed 

during the development of the instrument through trials of the instrument with a large sample. 

There are two common assumptions for the generalisation inference. These are that the 

sample of observations taken to validate the instrument is representative of the population of 

interest, and that this population is large enough to control sampling errors (Kane, 2006). An 

instrument may be biased if these assumptions are not satisfied. 
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3.2.3.3 Extrapolation inference 

 Extrapolation is commonly the third inference. Extrapolation occurs when the 

measurement from an instrument is used to make a conclusion about a person (Kane, 2006; 

2013). Wools, Eggen, and Sanders (2010) suggest that such extrapolations may take one of 

two forms. First, as no test instrument can exhaustively measure the constructs being 

examined, a person’s performance on the items in the instrument must be extrapolated to 

estimate their level of competence on the construct. For example, performance on a short 

written test of Spanish vocabulary (i.e., the instrument) may be used to estimate the person’s 

proficiency in Spanish (i.e., the construct being examined). Kane refers to this type of 

extrapolation as theory-based interpretation, and describes it as an interpretation of a person’s 

score on the instrument to provide information about their knowledge or skill on the construct 

of interest.  

 A second extrapolation may also be involved if the test result is used to make claims 

about how the person might perform on similar tasks. For example, having scored highly on 

the Spanish language test, the interpretation may be that this person will succeed in 

communicating for simple interactions (e.g., for navigation, or transactions) when visiting 

Spain. Kane describes this extrapolation as an interpretation of a person’s level of skill to 

provide information on how they may perform in practice or other real-life situations. 

3.2.3.4 Decision inference 

 The decision inference is made when a measurement from an instrument is used as the 

basis for the selection of a particular action (Kane, 2006; 2013; Wools et al., 2010). For 

example, according to the performance of students on an instrument, decisions could be made 

about class placement, the award of a scholarship or prize, or the provision of educational 

interventions. As some interpretations and uses of instruments do not require any decisions to 

be made, this inference is not always included in the interpretation/use argument. The 
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assumptions associated with the decision inference are that the meaning of a person’s scores 

are easily interpretable by those making the decision, and that the use of the instrument scores 

will lead to an appropriate decision outcome. 

3.2.3.5 Implication inference 

 An implication inference is made when conclusions are reached about a person, which 

results in several traits becoming linked to the person. This inference is similar to the 

extrapolation inference, although the nature of traits being linked to the person are not 

directly measured by the test instrument itself. While in the extrapolation inference the 

person’s score on an instrument is used to imply their skill or ability in a larger domain than 

was tested (e.g., a broader knowledge of the language than was tested), in the implication 

inference, other constructs, which are only theoretically connected, may also be implied. For 

example, if a researcher concludes that a person is gifted on the basis of performance on an 

intelligence test, some traits of gifted people including the desire for challenging content and 

high motivation may also become associated with the person, even though they were not 

specifically tested. Not all interpretations and uses of instruments require implications to be 

made, and therefore this inference is not always included in the interpretation/use argument. 

3.2.3.6 Exemplar interpretation/use argument 

While Kane’s framework is designed to assist researchers to understand and follow 

the requirements of modern validity theory, its complexity may mean that it is best 

demonstrated with the aid of an example - a mathematics test, performance on which is used 

to place students into classes, with high scores being interpreted to mean that a student should 

be placed into a high level class. To make this interpretation, several inferences must be 

made. In the scoring inference, the student’s written responses to each test item are marked. 

The generalisation inference allows these marks to be converted into percentile ranks, while 

extrapolation occurs when the percentile rank of each student is used to make conclusions 
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about the relative level of skill of each student. Finally, a decision is made using the level of 

skill for each student to place them into a specific class. In this example, four logical 

inferences were made between the student’s original raw responses in the mathematics test 

and the interpretation/use of the mathematics test.  

The interpretation/use argument has been summarised in Table 2, which incorporates 

the assumptions associated with each inference.  

 

Table 2  

Interpretation/use argument for a placement testing system (Kane, 2006, p. 24) 

I1: Scoring: Marking or scoring the individual’s performance 

A1.1. The scoring rule is appropriate 

A1.2. The scoring rule is applied as specified 

I2: Generalisation: A comparison of an individual’s score to others’ scores 

A2.1. The observations made in testing are representative of the individual’s level of skill  

A2.2. The number of scores obtained is large enough to control for sampling error 

 

I3: Extrapolation: A conclusion about the individual’s level of skill 

A3.1. The successful completion of test tasks require competencies developed in the courses 

undertaken by the individual and competencies required in subsequent courses to be 

undertaken by the individual 

A3.2. There are no test tasks that are irrelevant to the skills being assessed to seriously bias 

the interpretation of scores 

  

I4: Decision: Placement in a specific course based on their measured level of skill 

A4.1. Performance in courses, beyond the initial course, depends on the level of skill in the 

competencies developed in earlier courses in the sequence 

A4.2. Students with a low level of skill in the prerequisites for a course are not likely to 

succeed in the course 

A4.3. Students with a high level of skill in the competencies taught in a particular course 

would not substantially benefit from taking the course 
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3.2.4 The validity argument 

 The second part of Kane’s argument-based framework to assess validation is the 

validity argument. The validity argument systematically examines each of the inferences and 

assumptions outlined in the first part of the framework (i.e., the interpretation/use argument) 

to show that they are reasonable and appropriate. Nevertheless, Kane (2006, 2013) suggests 

that in the conduct of a validation study, evidence should be acquired for only the most 

critical and problematic inferences, due to the limitless nature of the evidence that may be 

gathered and the reasonableness of many inferences and assumptions that do not require 

further evidence. Where empirical support is necessary, Kane provides some guidance. The 

following sections outline in detail the types of evidence Kane suggests may be relevant for 

the validation of inferences in the interpretation/use argument (adapted from Kane, 2006, pp. 

34–38, 51–56). 

3.2.4.1 Evidence for the scoring inference 

 Typically, the assessment of whether an instrument is being scored appropriately 

relies on the judgement of a panel of experts. Experts may be requested to assess the scoring 

criteria, whether the scoring criteria have been implemented correctly, and the procedures for 

selecting and training scorers (Clauser, Harik, & Clyman, 2000). The accuracy and 

consistency of the scorers may be analysed by comparing the scores of the panel of experts 

and trained scorers through measures such as inter-rater reliability (Kane, 2006). 

3.2.4.2 Evidence for the generalisation inference 

 Evidence to support generalisation typically comes from reliability studies and 

generalisability studies (Kane, 2006). In a reliability study, the ability of an instrument to 

reproduce the same measurements under specific conditions is assessed. In contrast, a 

generalisability study seeks to measure whether an instrument produces the same 

measurements when a specific condition (or conditions) are allowed to change. For example, 
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if generalising across different groups of people, a generalisability study will measure how 

much variation in measurement occurs due to a change in the groups that are assessed. If 

either a reliability or generalisability study indicates that significant sampling errors exist, the 

generalisation inference is not supported (Kane, 2006). While the design of a reliability and 

generalisability study is different, both attempt to determine whether the measurements from 

an instrument are homogeneous (the same) across a series of repetitions of measurements. 

Therefore, evidence for the generalisation inference may also be referred to as homogeneity 

evidence. 

3.2.4.3 Evidence for the extrapolation inference 

 There are two types of empirical evidence relevant to the extrapolation inference, 

convergence evidence and criterion evidence. Convergence evidence is typically gathered by 

assessing the correlation between the scores of two instruments that claim to measure the 

same trait or skill (Campbell & Fiske, 1959; Cronbach, 1971; Santelices & Taut, 2011), with 

convergence being deemed to be established when a high correlation is found between the 

instrument scores. Some scholars (Altman & Bland, 2002; Zaki, Bulgiba, Ismail & Ismail, 

2012) recommend that, if possible, instead of a sole reliance on correlation coefficients, a 

number of different measures of convergence should be simultaneously used to acquire a 

more complete assessment of the degree of convergence between instruments. 

 Criterion evidence, which is evidence obtained by comparing the observed scores in a 

test with a criterion score from another source with established validity (Cronbach, 1971; 

Messick, 1989; Kane, 2006), is also used as a source of evidence to support the extrapolation 

inference. An example of a situation where criterion evidence is gathered is when scores on a 

short written test designed to make conclusions about an individual’s intelligence are similar 

to his/her scores on an IQ test, which has a known and acceptable degree of validity, and may 

more thoroughly test the variable in question (i.e., intelligence). As the measurement of a 
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criterion score may be very time consuming and financially onerous, it is typically carried out 

with only a small number of participants (Kane, 2006). 

3.2.4.4 Evidence for the decision inference 

 The evidence that may be presented to support the decision inference is highly 

dependent on the nature of the decision to be made. Furthermore, while most inferences that 

form part of the interpretation/use argument are evaluated in terms of their plausibility, the 

decision inference may be evaluated in terms of its consequences (Kane, 2006). Typically, to 

evaluate a decision, an assessment is often made as to how well it achieves its goals, whether 

positive outcomes are reached, or negative outcomes are avoided (Kane, 2006; Shepard, 

1993, 1997). For example, a school’s decision to stream its classes may be evaluated in terms 

of the resulting improvements to student learning. Nevertheless, significant debate continues 

regarding how specifically to acquire consequential evidence and whether it is indeed 

necessary (Cizek et al., 2010; Cizek et al., 2008; Haertel, 2013; Hubley & Zumbo, 2011; 

Kane, 2013; Lane, 2012, 2013; Nichols & Williams, 2009). Despite the ongoing debate, Kane 

(2006) notes that “in education, as in medicine, there is an obligation to avoid doing harm if it 

can be avoided” (p. 56). 

3.2.4.5 Evidence for the implication inference 

 Similar to the decision inference, the relevant evidence to support an implication 

inference will depend on the specific implications themselves. As the implication inference is 

made when traits or skills are linked to a person without the direct testing of such traits or 

skills, evidence to support the implication inference involves the presentation of evidence 

relating to the tests of such traits or skills. For example, if a student scores highly in a 

mathematics test, two possible implications may be that the student thinks logically and 

enjoys mathematical tasks. Both of these implications may be directly tested, using 
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instruments that are specifically designed to assess logical thinking and enjoyment of 

mathematical tasks, for the provision of evidence to support the implication inference.  

3.3 The Application of Kane’s Validation Framework to Gifted 

Underachievement: An Interpretation/Use Argument 

 In this section, an interpretation/use argument relating to the current use of methods 

which seek to identify and measure the underachievement of gifted students will be 

developed. Generally, the purpose of identification and measurement of gifted 

underachievement is to determine the appropriateness of offering educational intervention 

programs for particular students (Reis & McCoach, 2000). Unlike Kane’s exemplar of a 

mathematics test used to place students into appropriate classes, the identification of gifted 

students who are underachieving for placement into intervention programs rely on a 

combination of measurements from two different instruments (i.e., one measuring expected 

achievement and one measuring actual achievement). Wools, Eggen, and Béguin (2016) 

demonstrate that interpretation/use arguments may incorporate measurements from multiple 

instruments by including the inferences for each instrument in parallel but separate 

inferences, until the information from the multiple instruments is combined. Consequently, 

the interpretation/use argument for the identification and measurement of gifted 

underachievement must include the scoring, generalisation, and extrapolation inferences 

separately for both of the instruments used to measure expected achievement and actual 

achievement. It is noted that these inferences are specific to the instruments used, and not to 

the various methods (i.e., absolute split I, absolute split II, nomination, simple difference, and 

regression methods) of identification and measurement of gifted underachievement. 

 The information from the instruments designed to assess expected achievement and 

actual achievement should be combined only after extrapolations of student scores to their 
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levels of expected achievement and actual achievement. At this point, the levels of expected 

achievement and actual achievement of students may be compared to assess their level of 

gifted underachievement. This step should be considered to be an additional extrapolation, as 

it goes beyond the scoring of individual levels of expected or actual achievement and the 

making of comparisons of these scores with other students, to reaching a conclusion about 

levels of gifted underachievement. Therefore, an additional extrapolation inference that 

combines information from the instruments that measure expected achievement and actual 

achievement should be included in the interpretation/use argument. As the extrapolation 

inference will vary for each of the different methods (i.e., absolute split I, absolute split II, 

nomination, simple difference, and regression methods) used to identify and measure gifted 

underachievement, the empirical evidence that assesses this inference will be useful to 

establish the individual validity of these methods. 

 In recognition of the different combinations of instruments available to assess gifted 

underachievement (refer Appendix 1), and the need for the conclusion about an individual’s 

gifted underachievement (arrived at under the second extrapolation inference) to be 

independent of the data combination used, an additional generalisation inference is necessary 

in the interpretation/use argument. This second generalisation inference will be that any 

individual method used to identify and measure gifted underachievement will identify and 

measure gifted underachievement independently of the different combinations of expected 

achievement and actual achievement data used. 

 The final inference relates to the decision that is made following the identification and 

measurement of gifted underachievement, which will essentially be whether to place each 

individual student into an intervention program. This decision inference will be specific to the 

intervention program that is utilised by the researcher or educator. Figure 12 and Table 3 

provides greater details on the interpretation/use argument that guided this project. 
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Figure 12. Interpretation argument for methods that identify/measure gifted underachievement 
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Table 3  

Interpretation argument for methods that identify/measure gifted underachievement. 

I1: Scoring: Scoring the individual’s performance to determine scores for expected achievement and 

actual achievement 

 

A1.1. The scoring rules are appropriate 

A1.2. The scoring rules are applied as specified 

I2: Generalisation: A comparison of the individual’s score to others’ scores 

A2.1. The observations made in testing are representative of the individual’s level of 

expected achievement or actual achievement with respect to the expected 

achievement or actual achievement of others 

A2.2. The number of scores obtained is large enough to control for sampling error 

I3: Extrapolation: A conclusion about the individual’s expected achievement and actual achievement 

 

A3.1. The test tasks appropriately assess the individual’s expected achievement or actual 

achievement  

A3.2. There are no test tasks that are irrelevant to the assessment of expected achievement 

or actual achievement to seriously bias the interpretation of scores  

I4: Extrapolation: A conclusion about the individual’s gifted underachievement  

A4.1. The expected achievement and actual achievement scores are used together to 

appropriately assess the individual student’s gifted underachievement  

A4.2. There are no irrelevant sources of variability that would seriously bias the 

interpretation of scores as measures of gifted underachievement 

I5: Generalisation: A comparison of gifted underachievement across different data combinations 

A5.1. The identification/measurement of gifted underachievement using this data 

combination is representative of the individual student’s gifted underachievement 

across other data combinations 

A5.2. The number of observations is large enough to control for sampling error 

I6: Decision: Placement in a specific intervention program based on the individual’s gifted 

underachievement 

A6.1. The intervention program positively impacts gifted students who underachieve 

A6.2. The intervention program does not negatively impact gifted students who 

underachieve  
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3.4 The Application of Kane’s Validation Framework to Gifted 

Underachievement: A Validity Argument 

 This section will analyse the proposed interpretation/use argument for gifted 

underachievement to identify the most critical and problematic inferences that will become 

the focus of this investigation. Separate analyses were undertaken for all the inferences that 

comprise the interpretation/use argument, with the exception of the inferences relating to the 

measurement of expected and actual achievement (which were instead separated into 

analyses for standardised and non-standardised instruments that assess achievement, in 

recognition of the substantial differences in the issues affecting the validity of standardised 

and non-standardised instruments that assess expected and actual achievement).    

3.4.1 Assessment of the validity of using standardised instruments to measure 

expected/actual achievement 

 There are several thousand commercially available standardised instruments that may 

be used to measure expected or actual achievement (Carlson et al., 2014), with varying levels 

of validity. For the most commonly used instruments in Australia (e.g., Wechsler Intelligence 

Scale for Children-fifth edition [WISC-V], Wechsler Individual Achievement Test-third 

edition [WIAT], Stanford–Binet-fifth edition [SB-V], Woodcock–Johnson Tests of Cognitive 

Ability and Tests of Achievement-second edition [WJ-II]), validity evidence is reported in a 

technical manual (e.g., Harcourt Assessment, 2007; Pearson, 2014), while independent 

reviews of these instruments carried out by psychometric experts are also regularly reported 

in the Mental Measurements Yearbook (Carlson et al., 2014). Of these instruments, the 

WISC-V, SB-V may be used to measure expected achievement, WIAT-II may be used to 

measure actual achievement, and the WJ-II contains separate tests that may be used to 

measure either expected or actual achievement. The independent reviews of standardised 

instruments that assess expected or actual achievement including the WISC-V (Benson, in 
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press; Keith, in press), the WIAT-III (Miller, 2010; Willse, 2010), the SB-V (Johnson & 

D’Amato, 2005; Kush, 2005; Sink & Eppler, 2007; Vacca, 2007), and the WJ-III 

(Cummings, 1995; Lee & Stefany, 1995) formed the basis of the following sections. 

3.4.1.1 Validity of the scoring inference for achievement scores  

 The necessary evidence to support the scoring inference include expert reviews (of 

test items, scoring criteria, implementation of scoring criteria, and procedures for selecting 

and training scorers) and measures of inter-scorer agreement. The independent expert reviews 

published in the Mental Measurements Yearbooks provide most of this evidence. For each of 

the selected commonly used standardised instruments, the experts reviewed the test items and 

their scoring criteria and supported the validity of the scoring inference (Benson, in press; 

Cummings, 1995; Johnson & D’Amato, 2005; Keith, in press; Kush, 2005; Lee & Stefany, 

1995; Miller, 2010; Sink & Eppler, 2007; Willse, 2010; Vacca, 2007). These instruments 

have also been found to have high levels of inter-scorer agreement. For example, the SB-V 

was identified to have a median correlation between different scorers of 0.90 (Sink & Eppler, 

2007; Johnson & D’Amato, 2005; Kush, 2005; Vacca, 2007), while the inter-scorer 

coefficients for the WISC-V appear to be 0.97 or greater (Pearson, 2014). No evidence could 

be found that assessed the implementation of the scoring criteria, or the procedures for 

selecting and training scorers for the commonly used standardised instruments. 

3.4.1.2 Validity of the generalisation inference for achievement ranks 

 The necessary evidence for supporting the generalisation inference is provided by 

reliability and generalisability studies. Two main types of reliability evidence were 

commonly reported for the achievement instruments: split-half and test-retest reliability. The 

reliability evidence reported by the instrument publishers was extensive and all of the 

reliability estimates were considered acceptable by the independent reviewers (Benson, in 

press; Cummings, 1995; Johnson & D’Amato, 2005; Keith, in press; Kush, 2005; Lee & 
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Stefany, 1995; Miller, 2010; Sink & Eppler, 2007; Willse, 2010; Vacca, 2007). For example, 

a test-retest stability coefficient of 0.92 was reported for the full-scale IQ construct of the 

WISC-V (Pearson, 2014), and a composite stability coefficient of 0.97 was reported for the 

WIAT-II (Harcourt Assessment, 2007). Almost all of the split-half and test-retest reliability 

coefficients reported for the selected commonly used instruments ranged from 0.75 to 0.95, 

which may be considered ideal values (Tavakol & Dennick, 2011). 

 In addition, the standardisation procedure used in the development of each instrument 

was often reported on meticulously to show that the samples used during the test 

development were representative of the wider population with respect to age, sex, 

race/ethnicity, parent education level, and geographic region. The independent expert 

reviewers noted that the processes used to select normative samples during the development 

of these tests were “most impressive” and concluded that the samples used are representative 

of the wider population (Johnson & D’Amato, 2005). While no generalisability study could 

be found, the independent expert reviewers were of the view that the generalisability of 

samples used was sufficient to support the generalisability of test interpretations (Benson, in 

press; Cummings, 1995; Johnson & D’Amato, 2005; Keith, in press; Kush, 2005; Lee & 

Stefany, 1995; Miller, 2010; Sink & Eppler, 2007; Willse, 2010; Vacca, 2007). 

3.4.1.3 Validity of the extrapolation inference for levels of achievement 

 The necessary empirical evidence to assess the extrapolation inference includes 

convergence evidence and criterion evidence. The technical manuals for each of the selected 

instruments reported convergence evidence with a series of other commonly used 

instruments. For example, the WIAT-II technical manual reported correlations of the WIAT-

II with the WIAT-I, Wide Range Achievement Test-third edition (WRAT-III), and the 

Differential Ability Scales (DAS), to be 0.84, 0.76, and 0.63 respectively (Harcourt 

Assessment, 2007). The independent reviewers for each of the commonly used instruments 
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concluded that the convergence statistics tended to be within the acceptable to ideal range 

(Benson, in press; Cummings, 1995; Johnson & D’Amato, 2005; Keith, in press; Kush, 2005; 

Lee & Stefany, 1995; Miller, 2010; Sink & Eppler, 2007; Willse, 2010; Vacca, 2007). 

Therefore, the convergence between the commonly used standardised measures of 

achievement generally appear to be well supported. It is nevertheless noteworthy that one 

study (Silverman et al., 2010) found that the average difference in scores between the 

common instruments to be greater than one standard deviation. This highlights the need for 

the convergence evidence to be interpreted cautiously, as the different instruments may not be 

interchangeable, even though each appears valid. 

 Criterion evidence was provided using two different methods. First, for the expected 

achievement instruments (e.g., WISC-V, SB-V, and WJ-II), some actual achievement 

instruments (e.g., WIAT-II and  Kaufman Assessment Battery for Children [KABC-II]) were 

used as criterion measures. The consistently high correlations between the various 

instruments that measure a student’s expected achievement and their respective criterion 

measures (e.g., .81 between the WISC-V and WIAT-II, and .81 between the WISC-V and 

KABC-II was 0.81; Pearson, 2014) provided evidence that supported the predictive validity 

of these instruments (Benson, in press; Cummings, 1995; Johnson & D’Amato, 2005; Keith, 

in press; Kush, 2005; Lee & Stefany, 1995; Sink & Eppler, 2007; Vacca, 2007). These results 

were also supported by the many large meta-analyses of independent studies that have found 

standardised intelligence tests to be among the most useful instruments in the prediction of 

human behaviour (refer Neubauer & Opriessnig, 2014). Nonetheless, some have expressed 

concerns about the validity of some of these instruments due to factors including the Flynn 

effect (Pietschnig & Voracek, 2015), the use of inappropriate ratios rather than normalised 

scores (Thurstone, 1926), impact of disadvantage on measurement (Merrotsy, 2013) and the 

possible vested financial interest of scorers (Hertwig & Ortmann, 2001). 
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 The second type of criterion evidence produced, for both the expected and actual 

achievement instruments, has been special population studies. These studies (reported in the 

technical manuals) directly measure the usefulness of the commonly used standardised 

instruments in measuring differences between special groups (e.g., gifted, intellectual 

disability, specific learning disorders, autism, etc.) and a matched control group. Multiple 

independent reviews of the selected commonly used instruments found that the differences 

between the measurements taken from these special groups and the control group were as 

expected (Benson, in press; Cummings, 1995; Johnson & D’Amato, 2005; Keith, in press; 

Kush, 2005; Lee & Stefany, 1995; Miller, 2010; Sink & Eppler, 2007; Willse, 2010; Vacca, 

2007). For example, on the WIAT-II, individuals with reading disorders scored an average of 

16 points lower on the word reading subtests than the control group, while individuals with 

an intellectual disability tended to score more than 30 points lower on each subtest than the 

control group. As these differences matched expectations, evidence is provided of the validity 

of the instruments.  

3.4.2 Assessment of the validity of non-standardised instruments to measure 

expected/actual achievement 

 A major problem in making an assessment of the validity of non-standardised 

measures of achievement is that because they are not standardised, there may be substantial 

variation in the application and design of instruments, and therefore substantial variation in 

the validity of their interpretation. Even though researchers of gifted underachievement 

almost all report a reliance on school grades (refer Appendix 1), it is important to note that 

the actual test items completed may be entirely different for potentially each student in each 

study. Nevertheless, such variation may be necessary to correctly reflect the unique content, 

learning environment, and skills learned by each student (Haladyna, 2006; Reis & McCoach, 

2000; Rock & Stenner, 2005; William, 2001, 2003). As there may be no commonly used non-
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standardised instruments, an assessment of the validity of non-standardised instruments 

outlined in this section may only represent a rough guide to the relevant issues. 

3.4.2.1 Validity of the scoring inference for achievement scores 

 The scoring inference appears to be supported when a number of key practices are 

followed. For example, scholars have found that high levels of inter-rater agreement are 

possible when: (a) assessment tasks incorporate clear instructions for students, (b) scoring 

criteria specifies clear indicators of success, avoids vague terms, and are detailed, (c) scoring 

criteria are constructed by the scorer, or scorers have been provided with adequate training 

and exemplar samples, and (d) moderation activities have been conducted among scorers to 

ensure consistency in scoring (Davis, 2016; Harlen, 2005). Further evidence to support the 

scoring inference with non-standardised instruments may be obtained through an examination 

of the cognitive process that scorers follow while making an assessment of student 

performance (Bejar, 2012). 

3.4.2.2 Validity of the generalisation inference for achievement ranks 

 Despite the widespread use of teacher judgements in the assessment of student 

achievement, their reliability and generalisability is not always guaranteed (MacCann & 

Stanley, 2010). For example, many researchers have found that teacher assessments of 

students may be influenced by the non-academic traits of students, including gender, 

attractiveness, ethnicity, behaviour, motivation, socioeconomic status, and social skills 

(Bennett, Gottesman, Rock, & Cerullo, 1993; Beswick, Willms, & Sloat, 2005; Glock, 

Korlak-Schwerdt, Klapproth, & Böhmer, 2013; Hammes, Bigras, & Crepaldi, 2014; Harlen, 

2005; Hurwitz, Elliot, & Braden, 2007; Kaiser, Retelsdorf, Südkamp, & Möller, 2013; Ritts, 

Patterson, & Tubbs, 1992; Strand, 2012; Tiedemann, 2002), or the teacher’s level of 

education and experience  (Beswick et al., 2005; Davis, 2016; Mashburn & Henry, 2004). 

Others argue that the requirement for teachers to provide final grades for students on the basis 
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of broad descriptive criteria (e.g., the common grade scale; BOSTES, 2016) may be 

subjective and unreliable (Johnson, 2013). To overcome these problems, some suggest that 

the average of multiple assessment tasks should be used instead of a single assessment score 

(Messick, 1996; Goldschmidt, Martinez, Niemi, & Baker, 2007). It is noteworthy that the 

common practice of researchers of using a grade point average (GPA) may be seen as 

reflecting this advice (refer Appendix 1). 

3.4.2.3 Validity of the extrapolation inference for achievement 

 Multiple analytical/theoretical arguments have been made to support the use of non-

standardised instruments to measure achievement. These include the fact that such 

instruments, unlike standardised instruments: (a) may involve multiple types of tasks, (b) may 

involve the acquisition of information over a longer period of time, (c) generally provide 

students with greater opportunities to demonstrate their capabilities, (d) may be directly 

linked to experiences in the classroom, and (e) may provide an assessment environment 

similar to the learning environment (Bagnato, 2005; Haladyna, 2006; Pellegrini, 2001; Reis 

& McCoach, 2000; Rock & Stenner, 2005; William, 2001, 2003). Furthermore, due to the 

provision of multiple opportunities for students to demonstrate their capabilities, their scores 

may be less affected by factors such as student stress, lack of sleep, or sickness (Haladyna, 

2006; Reis & McCoach, 2000; Rock & Stenner, 2005; William, 2001, 2003). 

Some empirical evidence exists to support the extrapolation of non-standardised 

instrument scores to a measure of a student’s level of achievement. Several studies have 

found a moderate to strong correlation between teacher assessment scores and standardised 

test scores. For example, Begeny, Eckert, Monterello, and Storie (2008) noted a correlation of 

.79, Hinnant, O’Brien, and Ghazarian (2009) identified a correlation of .67, while Martin and 

Shapiro (2011) reported a correlation of .81. In comparison, a recent meta-analysis found the 

overall mean correlation between teacher judgements and student performance on 
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standardised achievement tests to be 0.63 (Südkamp, Kaiser, & Möller, 2012). Moreover, 

criterion evidence obtained by multiple scholars suggests that teacher assessment may be at 

least as accurate as standardised tests in predicting future performance (Forget-Dubois et al., 

2007; Harlen, 2005; Hecht & Greenfield, 2001; Lohman, 2005; Meisels et al., 2001; Ziegler, 

2008), with some researchers claiming that past teacher assessments of achievement may be 

superior to standardised measurements of g in predicting future performance (Ziegler et al., 

2012). 

3.4.3 Validity of the extrapolation inference for gifted underachievement 

 The validity of the measures for gifted underachievement (i.e., the absolute split I, 

absolute split II, nomination, simple difference, and regression methods) is yet to be fully 

established by researchers. The sections below summarise the existing contributions to the 

assessment of the validity of the extrapolation inference for gifted underachievement. 

3.4.3.1 Regression to the mean 

 Regression to the mean is a statistical artefact that may affect any series of test results, 

if there is an element of chance in arriving at a correct response to any of the test questions. 

In the situation where a student scores highly in one test due to such chance factors, he or she 

is likely to achieve a score that is closer to the mean on a subsequent test. While the 

difference in the two test scores may be considered to reflect different levels of achievement 

by educators, a more appropriate interpretation may be that it is a statistical artefact that arose 

from chance factors (Barnett, van der Pols, & Dobson, 2005). In practice, many tests are 

likely to have some elements of chance, particularly if students are in a position to guess 

answers (e.g., multiple choice questions). 

 Some scholars have noted that since there is some degree of chance in many tests of 

expected and actual achievement, a regression to the mean effect, which may be interpreted 
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as underachievement, may be quite common. Therefore, it is possible that the measurements 

of gifted underachievement are inflated, and that a greater proportion of gifted students are 

identified as underachieving than is actually the case (Cone & Wilson, 1981; Wilson & 

Reynolds, 1985; McCall, Evahn, & Kratzer, 1992). This argument has been used to discredit 

the use of some identification/measurement methods (i.e., absolute split I, absolute split II, 

and simple difference methods) and support the use of the regression method, which 

inherently corrects for the regression to the mean artefact (McCall et al., 2000). 

3.4.3.2 Compounding errors in measurement 

Some scholars have argued (Smith, 2003, 2010; Ziegler et al., 2012) that when using 

statistical techniques to identify gifted underachievement, the majority of identified cases 

may be due to measurement error. Specifically, as the measurements of both expected 

achievement and actual achievement are prone to errors in measurement, any combination of 

these two measurements (needed to measure gifted underachievement) must also have a 

degree of error. It is noteworthy that Smith (2003, 2010) in fact suggested that rather than 

being a real phenomenon, underachievement may reflect a statistical artefact of compounded 

errors (Smith, 2003, 2010). Ziegler et al. (2012) investigated the matter for a hypothetical 

situation where there is no underachievement, assuming a normal distribution of expected 

achievement and actual achievement measurements, and typical estimates of errors, and 

concluded that “approximately 10% of the total (not only of the gifted) students would be 

considered underachievers, even if underachievement were a nonexistent phenomenon” 

(Ziegler et al., 2012, p. 126) due to compounding errors in measurement. The issue was 

further highlighted by Silverman et al. (2010), who demonstrated that when two of the most 

commonly used intelligence tests (i.e., WAIS and SB) were administered to the same sample, 

the average discrepancy in scores was larger than the typical threshold used to establish  

underachievement. 
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3.4.3.3 Subjectivity of nominations 

 Teachers, peers, and parents may have many interactions with an individual child that 

may allow each of them to develop a unique view of the child. Despite their rich knowledge, 

however, research suggests that these groups largely fail to correctly identify cases of gifted 

underachievement (Dunne & Gazeley, 2008; Jones & Myhill, 2004; Lau & Chan, 2001a). 

One possible reason for this may be that teacher, peer, and parent nominations require highly 

subjective judgements from untrained individuals, based on incomplete information, and 

skewed personal bias (Richert, 2003). For example, researchers have found that teachers and 

students “tend to rate as more desirable and successful those students who are most similar to 

themselves” (Dowdall & Colangelo, 1982, p. 181). While the provision of appropriate 

training for nominators may be helpful, the issue of personal bias may be difficult, if not 

impossible, to resolve without also relying on more objective methods of identification. 

3.4.3.4 Convergence 

 Two studies have been conducted to date to determine whether the results from the 

different identification methods converge. The first study (Annesley et al., 1970) examined 

three of the statistical methods (i.e., absolute split I, simple difference, and regression) and 

found no evidence of convergence. The second study (Lau & Chan, 2001a), which also 

included the nomination method, indicated that while the statistical methods (i.e., absolute 

split I, simple difference, and regression) were convergent, the nomination method was not. 

As these findings are inconsistent, some ambiguity exists in the convergence of the various 

methods used to identify and measure gifted underachievement.   

3.4.4 Validity of the generalisation inference for gifted underachievement 

 Although generalisation of the use of methods to identify/measure gifted 

underachievement across different combinations of ability and achievement measures may be 

ideal and often implicitly assumed (refer Appendix 1), such a generalisation may not be 
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theoretically supported. One reason why generalisation across different data combinations 

may not be possible is that some data combinations are clearly more valid than others. For 

example, past achievement in English may not be an appropriate measure of expected 

achievement for comparison with a student’s actual achievement in mathematics. A related 

concern may be the difference in the point of time when the two measurements were 

obtained. For example, it may be questionable to compare a student’s expected achievement 

with his/her actual achievement, if the assessment of expected achievement was made two 

years prior to the assessment of his/her actual achievement (Deary, 2006; Weinert & 

Schneider, 1999; Ziegler et al., 2012). 

 Furthermore, the different instruments that are available to measure expected and 

actual achievement may have varying levels of difficulty, or may be standardised with 

different populations. For example, when two (or more) courses in the same field are offered 

at different levels of difficulty, they may attract different groups of students (i.e., higher 

ability students may be more likely to take the most difficult course, while lower ability 

students may be more likely to take the easiest course). Therefore, a student’s actual 

achievement in one course, as measured by their position on the bell curve for that student 

group, may not be equivalent to another student’s achievement in another course. 

Consequently, any differences in the selection of achievement measurements, and their 

combinations, may have an impact on the identification and measurement of gifted 

underachievement. 

 Finally, as the degree of measurement error is unique to each expected or actual 

achievement measurement, the degree of error in the level of underachievement may also be 

unique. The varying degrees of measurement error in each data combination may result in 

different proportions of false identifications and different levels of bias in the measurements 

of gifted underachievement (Ziegler et al., 2012). Such variations between the different 
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measurements of achievement, which are referred to by some as the problem of heterogeneity 

(Reis & McCoach, 2000), may mean that the generalisation of gifted underachievement 

across different data combinations may be difficult. 

3.4.5 Validity of the decision inference 

 The validity of the decision to place particular students into intervention programs is 

also yet to be established by researchers. Ritchotte, Rubenstein, and Murry (2015) note that 

the various existing interventions designed to reverse gifted underachievement have produced 

conflicting results to date. Some propose that the lack of consistent and conclusive evidence 

for the positive effects of such interventions may be related to the inconsistent use of methods 

to identify and measure gifted underachievement by scholars (Dowadell & Colangelo, 1982; 

Reis & McCoach, 2000). It is therefore possible that until the validity of methods to 

identify/measure gifted underachievement is fully established, any attempts to validate 

intervention programs may be futile. 

3.5 Inferences Chosen for Further Investigation 

 The analysis of the proposed interpretation/use argument has identified three 

inferences whose validity has not yet been established: (a) the extrapolation inference for 

gifted underachievement, (b) the generalisation inference for gifted underachievement across 

different expected/actual achievement data combinations, and (c) the decision inference of 

placement of students into specific intervention programs. As the validity of the placement of 

students into specific intervention programs may not be assessed until after the validity of the 

methods used to identify and measure gifted underachievement is established, the chosen 

inferences for this investigation are the two inferences that are specific to the methods for the 

identification and measurement of gifted underachievement – the extrapolation inference for 
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gifted underachievement and the generalisation inference for gifted underachievement across 

different expected/actual achievement data combinations. 

3.6 Summary 

 Many researchers have raised concerns about the validity of each of the methods used 

to identify and measure gifted underachievement, despite their widespread use (Barnett, et al., 

2005; Dowdall & Colangelo, 1982; Richert, 2003; Ziegler et al., 2012). As a result, it is not 

clear whether any method designed to identify and measure gifted underachievement is valid. 

In this chapter, Kane’s validation framework was discussed and used to construct a series of 

logical inferences relating to the identification and measurement of gifted underachievement. 

Following an evaluation of each inference, two inferences that have yet to be fully supported 

were selected for further investigation. The next chapter describes how the investigation was 

designed to gather the evidence recommended by Kane to establish the validity of both of the 

inferences for each of the methods commonly used to identify and measure gifted 

underachievement. 
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4 Methodology 

4.1 Introduction 

 The purpose of this chapter is to discuss the methodology used in the investigation. 

The discussion outlines the research problem, research questions, research design, population, 

sample selection, and data sources that relate to this investigation. 

4.2 The Research Problem 

 As outlined in the previous chapters, a current and significant problem for research 

into gifted underachievement is that the validity of methods to identify and measure gifted 

underachievement is not yet established. At present, researchers interchangeably use multiple 

methods (i.e., absolute split I, absolute split II, nomination, simple difference, and 

regression), typically without any justification. 

4.3 The Research Questions 

 Kane (2006) noted that finding a resolution to the problem of validity may require an 

extremely large investigation due to the range of evidence that may need to be gathered. To 

provide reasonable restrictions to the current project, the most problematic inferences from 

the interpretation/use argument (i.e., the extrapolation and generalisation inferences relating 

to the identification and measurement of gifted underachievement) were selected for 

empirical investigation. Hence, the research questions that guided the project are as follows: 

1. Is the extrapolation inference reasonable for each of the methods used to identify and 

measure gifted underachievement? 

2. Is the generalisation inference reasonable for each of the methods used to identify 

and measure gifted underachievement? 
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 To support an extrapolation inference, Kane (2006) recommended that two sources of 

empirical evidence, convergence evidence and criterion evidence, may be provided. To 

support a generalisation inference, he recommended that a generalisability study, which 

determines the degree of variation that occurs due to specific changes in how a research 

method is applied across different occasions of use, be conducted. In the context of this 

investigation, separate generalisability studies were needed for the statistical methods (i.e., 

generalisation across different combinations of expected and actual achievement data) and 

the nomination method (generalisation across the different nominators). Figure 13 below 

illustrates the structure of this investigation. 

 

Figure 13. Structure of investigation 

 

4.4 Selection of Methods Used to Identify/Measure Gifted Underachievement 

 A review of the research has found five commonly used methods to identify gifted 

underachievement: the two common variations of the absolute split method, the nomination 

method, the regression method, and the simple difference method. Two of these methods 

Types of empirical 
evidence required 

Research 
questions 

Research problem 
The validity of 

methods to 
identify/measure 
GUA is unknown 

Is the 
Extrapolation 

inference 
reasonable? 

Convergence Criterion 

Is the 
Generalisation 

inference 
reasonable? 

Generalisation 
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(i.e., the regression and simple difference methods), also provide a measurement of the 

degree of gifted underachievement, while four of these methods (i.e., the two variations of 

absolute split, regression, and simple difference) may be considered statistical methods due to 

their reliance on a statistical comparison of measurements of expected achievement and 

actual achievement. The only non-statistical method, the nomination method, relies on a 

subjective comparison of a student’s perceived expected achievement and actual 

achievement. Among the various forms of nomination, data were collected on the most 

popular form of the nomination method (i.e., teacher nominations; Appendix 1). Table 4 

summarises all of the methods used for the identification/measurement of gifted 

underachievement that were included in this investigation. 

 The two variants of the absolute split method have been nominally labelled as 

“absolute split I” and “absolute split II”. The absolute split I method identifies gifted 

underachievement when a gifted student achieves an actual achievement rank below the first 

quartile (i.e., below the 75
th

 percentile) for the group under investigation. The absolute split II 

method identifies gifted underachievement when a gifted student achieves a raw achievement 

score of below 80%. The two variants of the absolute split method differ in terms of whether 

the threshold for gifted underachievement is a lower than expected rank or a lower than 

expected score. 

 In all applications of the methods used to identify/measure gifted underachievement, 

giftedness was defined using Gagné’s (2009a, 2013) model. Therefore, the selection of gifted 

students for investigation was made on the basis of whether the student’s expected 

achievement score placed them within the top 10% of age peers in the ability domain that was 

measured. As the various methods used to identify/measure gifted underachievement were 

applied to many combinations of expected achievement and actual achievement data, it is 

possible that a student may be considered gifted according to one expected achievement 
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measurement, but not according to another. This variation in the identification of students as 

gifted due to the use of different instruments reflects the experience of researchers when 

using multiple instruments (Borland, 1989). 

Table 4  

Summary of methods used to identify/measure gifted underachievement 

Method of 

identification 

Threshold for significant 

discrepancy 

Information on the 

degree of gifted 

underachievement 

(i.e., measure of gifted 

underachievement) 

Type of method 

Absolute split I Below 75
th
 percentile No Statistical 

Absolute split II Below 80% raw score No Statistical 

Simple difference 1 standard deviation Yes Statistical 

Regression 1 standard error of estimate Yes Statistical 

Nomination Personal judgement of the 

nominator 

No Nomination 

    

4.5 Research Design 

 A research design is important to ensure that appropriate data are collected to answer 

the research questions (Bryman, 2004; Fraenkel & Wallen, 2006). The selection of a 

particular research design will largely direct the methods used by the researcher to collect and 

analyse data (Bryman, 2004). Of the many different types of research designs, a correlational 

research design was chosen for this project, as the types of evidence required to answer the 

research questions as suggested by an application of Kane’s validation framework (i.e., 

convergent, criterion, and generalisation evidence) require measurements of correlation 

between different variables.    

4.6 Sample Selection 

 Due to the contradictory findings of previous correlation studies that compared the 

different methods used to identify/measure gifted underachievement with relatively small 
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sample sizes (Annesley et al., 1970; Lau & Chan, 2001a), a large sample size was targeted for 

the current project. Specifically, archive data that has already been collected by a school were 

chosen to overcome the difficulty of collecting data relating to large numbers of participants 

from a small population of gifted students (i.e., approximately 10% of the student 

population). 

 

Figure 14. National distribution of ICSEA values 2013 (ACARA, 2015a) 

 

 The data originated from a co-educational K–12 independent Christian school located 

in the south-western suburbs of Sydney, Australia. The school, which has been in operation 

for over three decades, has a total enrolment of over 1,300 students, of which 41% have a 

language background other than English, and 53% are male. Students from the school have 

diverse language and religious backgrounds. The school’s Index of Community Socio-

Educational Advantage (ICSEA), which is a measure of the social and economic conditions 
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of the households served by the schools is 1066, which is only slightly above the Australian 

national average (ACARA, 2015a). The national distribution of ICSEA values for 2013 is 

shown in Figure 14. 

 The archive data comprised all of the Grade 7 to 12 expected achievement and actual 

achievement data available at the school for more than the past 10 years. While the school 

has systematically tested all students with an expected achievement measure upon entrance, 

and has maintained consistent records of multiple measurements of achievement for every 

student, there are some limitations to the data. For example, each instrument was not 

administered to all students, some instruments were only administered over a limited number 

of years (e.g., 2003–2009), while other instruments were only administered to certain year 

groups (e.g., Grades 7–9). Consequently, there are differing sample sizes for each 

combination of expected achievement and actual achievement instruments. Despite these 

limitations, the comparison of these different data sets accurately reflect the common practice 

of researchers attempting to combine or compare results from different studies in gifted 

underachievement (Dowdall & Colangelo, 1982). As the archival data did not include any 

teacher nomination data, teacher nominations were newly collected by requesting teachers at 

the school to complete a qualitative survey. 

4.7 Instruments from the Archive Data  

 Over the history of the school from which the data were obtained, many different 

instruments have been used to assess expected and actual achievement, at different stages, 

and with varying degrees of overlap. Historically, separate electronic databases were 

maintained by different staff members for each of the instruments that have been used at the 

school. It is noted that some instruments could not be included in this project due to a lack of 

compatibility in the databases (e.g., student data were not stored with unique identifiers that 
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allowed matching to student data in other databases). In the following sections, the nature of 

the instruments that were chosen for inclusion in this study are discussed. Each of these 

instruments have been used for multiple years, and as a result have provided large amounts of 

student data. 

4.7.1 The Otis–Lennon School Ability Test (OLSAT) 

 The Otis–Lennon School Ability Test (OLSAT) is a commonly used instrument to 

measure “cognitive abilities that relate to a student’s academic success in school” (Pearson, 

2015). It is typically administered to groups of students in a classroom setting by the 

classroom teacher to ensure the student’s performance in the test is representative of their 

ability in the classroom. The multiple choice instrument focuses on the verbal 

comprehension, verbal reasoning, pictorial reasoning, figural reasoning, and quantitative 

reasoning aspects of intelligence, and provides both verbal and non-verbal ability scores as 

well as a total score called the School Ability Index (SAI). The scores are normalised to a 

mean of 100 and a standard deviation of 16 (Harcourt Educational Measurement, 2003). 

 The OLSAT appears to be a well-supported instrument for the measurement of 

expected achievement. It appears to have a high level of reliability (.92; Johny, Lukose & 

Magno, 2012) and accuracy (i.e., standard errors of measurement of between 5.5 and 5.8 

points; Harcourt Educational Measurement, 2003). Furthermore, many studies have 

independently confirmed that it has a suitable level of convergence with individually 

administered IQ tests that are better known and more established (i.e., WISC and SB): .62 

(Guilmette, Kennedy, & Queally, 2001), .67 (Tyler-Wood & Carri, 1991), .71 (Ryan, 2007), 

.73 (Weschler, 1991), .76 (Duncan, 2009), .85 (Dyer, 1985; Oakland, 1985), and .89 (Swets, 

1988). Multiple independent tests have also provided criterion evidence using school 

achievement (Calaguas, 2012; Maddux, 2010; Magno, 2009; Medallon & Cataquis, 2011; 

Morse, 2010). Nevertheless, independent reviewers have also identified some weaknesses of 
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the OLSAT, including: (a) its reliance on an early conception of intelligence, (b) the lack of 

evidence of test-retest reliability, (c) the lack of the conduct of confirmatory factor analysis to 

demonstrate the validity of the subscores (verbal/non-verbal), and (d) the lack of guidance on 

the appropriate use of the instrument in the technical manual (Maddux, 2010; Morse, 2010). 

4.7.2 The Higher School Certificate (HSC) 

 The Higher School Certificate (HSC) is the highest school-based qualification that a 

student receives in the state of New South Wales, Australia (NSW) after the completion of 

thirteen years of education. Students choose subjects that have been developed or endorsed 

by the Board of Studies, Teaching and Educational Standards NSW (BOSTES) and complete 

these subjects over a two year period from Grade 11. For each subject, students must 

complete a range of assessment tasks that are set and marked by the school, along with a final 

external examination, which is set and marked under standardised conditions with quality 

assurance protocols (BOSTES, 2010, 2013b). Students receive an overall HSC mark for each 

subject they complete, which combines their school assessment marks and the external 

examination marks (BOSTES, 2011, 2013a). In 2013, the BOSTES reported that 74,276 

students received HSC results (BOSTES, 2013a). The results of the HSC are used by 

universities as the primary basis for admission, via the Universities Admissions Centre. In 

NSW, the HSC results are perhaps the most important indicator of school achievement.  

4.7.3 The School Certificate (SC) 

 The School Certificate (SC) is a recently retired qualification given to NSW students 

after the completion of Grade 10 and prior to the commencement of HSC studies. The SC 

consisted of five mandatory external exams that assessed students on their knowledge of 

content taught over a two year period in English, mathematics, science, computing skills, and 

humanities (history and geography) from Grade 9. The SC credential was designed to ensure 

that students leaving high school without completing Grades 11 and 12 (the HSC) would 
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have a credential that measures their achievement by state standards, and to allow for ease of 

comparison by employers and educational institutions. From 2012, the School Certificate was 

retired (Patty, 2011), as it had become redundant due to the raising of the legal age at which 

students could leave school to 17. While in use, it was considered to be the best instrument 

for “marking the end of junior secondary schooling” (NSW Department of Training and 

Education Co-ordination, 1997, p. 33). In 2011, the BOSTES reported that 90,491 students 

completed the SC (BOSTES, 2011).  

4.7.4 National Assessment Program—Literacy and Numeracy (NAPLAN) 

 The National Assessment Program—Literacy and Numeracy (NAPLAN) was 

introduced in 2008 to monitor student progress in reading, writing, language (spelling, 

grammar and punctuation), numbers, patterns, algebra, measurement, data, space, and 

geometry compared to a set of national minimum standards. According to the Australian 

Curriculum Assessment and Reporting Authority (ACARA), the administering body, 

“NAPLAN is not a test of content. Instead, it tests skills in literacy and numeracy that are 

developed over time through the school curriculum” (ACARA, 2016). All students in 

Australia sit the external NAPLAN examinations under standardised conditions in Grades 3, 

5, 7, and 9. ACARA follows strict procedures to ensure consistent marking and examination 

conditions (ACARA, 2016).  

4.7.5 School Assessment (SA) 

 School Assessment (SA) is perhaps the most common method used to evaluate a 

student’s achievement (Reis & McCoach, 2000). While school assessments may have low 

and unknown levels of reliability, and varying levels of reliability for each task (MacCann & 

Stanley, 2010), they are considered useful as they: (a) may involve multiple types of tasks 

(not exclusively examinations), (b) are acquired over a long period of time, (c) generally 

provide students with opportunities to demonstrate their developed skills and knowledge, and 
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(d) are directly linked to the courses and experiences in the classroom (Reis & McCoach, 

2000; William, 2001, 2003). Hence, using a student’s final school assessment results may 

produce a much more valid, reliable, and accurate measure of a student’s current 

achievements than data obtained from other instruments (William 2001). Furthermore, it is 

possible that the benefits of using school assessment results may outweigh the benefits 

obtained by standardisation (Kane, 2006). 

4.8 Description of the Archive Data  

 The statistical methods that identify and measure gifted underachievement combine 

the measurements of expected achievement and actual achievement into a single variable. As 

there are several different instruments that produce expected achievement and actual 

achievement measurements, a large number of unique combinations of expected achievement 

and actual achievement measurements are possible. This section provides some key 

descriptive information on the data included in this project, including: (a) an outline of the 

time period that each instrument was used at the school, (b) the groups that were administered 

each instrument, and (c) descriptive statistics on the data obtained (i.e., mean, range, sample 

size, histogram). At the end of this section, the number of gifted students for each 

combination of expected achievement/actual achievement data is reported.  

4.8.1 The Otis–Lennon School Ability Test (OLSAT) 

 The OLSAT has been used at the school from 2006 until the present time. The 

instrument is primarily used to assist with class placement of students as they enter high 

school. Hence, every student sits the OLSAT when they enter high school (either during 

Grade 6, or during the enrolment process). The school currently has records for 2,501 

students, who have an average School Ability Index (SAI) of 102.1, with a standard deviation 

of 14.7, and range from 50 to 149. The only cases where a student would not complete the 
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OLSAT, is when the results from an individual intelligence test (e.g., the WISC or SB) are 

available for that student, or if enrolment occurred during the senior years (Grades 11 or 12). 

Figure 15 outlines a histogram showing the distribution of OLSAT scores collected from the 

archive data. 

 

Figure 15. Histogram of all student OLSAT School Ability Index scores 

 

4.8.2 The Higher School Certificate (HSC) 

 Although the school has always participated in the HSC examinations, its electronic 

archives only contain student results from 2002. For the period that records exist, 1,267 

students completed HSC examinations at the school. While students who complete the HSC 

are able to choose all of their subjects from a wide selection, English must be chosen by 

students who intend to pursue tertiary education and the school has historically required that 

mathematics be completed. The focus of this investigation was therefore on English and 

mathematics subjects, as they consistently had high enrolment rates, which ensured an 

0 

50 

100 

150 

200 

250 

300 

4
0

 

4
5

 

5
0

 

5
5

 

6
0

 

6
5

 

7
0

 

7
5

 

8
0

 

8
5

 

9
0

 

9
5

 

1
0

0
 

1
0

5
 

1
1

0
 

1
1

5
 

1
2

0
 

1
2

5
 

1
3

0
 

1
3

5
 

1
4

0
 

1
4

5
 

1
5

0
 

1
5

5
 

1
6

0
 

1
6

5
 

M
o

re
 

Fr
e

q
u

e
n

cy
 

OLSAT School Ability Index (SAI) 

Histogram of OLSAT School Ability Index 



  85 

adequate sample size. The descriptive statistics for one English subject and two mathematics 

subjects are provided in Table 5. Subjects that gifted students are least likely to select (i.e., 

Standard English and General Mathematics) were excluded from the analysis. Figures 16 and 

17 show histograms of the distribution of English and mathematics HSC scores collected 

from the archive data. 

 
Table 5  

Descriptive statistics for HSC data 

Course Mean (%) Range (%) Sample size 

Advanced English 75 37–92 613 

Mathematics 73 19–97 412 

Extension I Mathematics 71 10–98 215 

 

 

 

Figure 16. Histogram of all student HSC Advanced English marks 
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Figure 17. Histogram of all student HSC Mathematics and Extension I Mathematics marks 

 

4.8.3 The School Certificate (SC) 

 The school archives contained student SC results from 2001 to 2011. In this time 

period, 1,221 students completed SC examinations at the school. The descriptive statistics for 

the English and mathematics results are shown in Table 6, while Figures 18 and 19 show 

histograms of this data.  

 
Table 6  

Descriptive statistics for SC data 

Course Mean (%) Range (%) Sample size 

English  77 23–95 1207 

Mathematics 74 40–100 1202 
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Figure 18. Histogram of SC English data 

 

 

Figure 19. Histogram of SC Mathematics data 
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numeracy examinations. The descriptive statistics of the literacy and numeracy results are 

noted in Table 7, while cumulative histograms for each set of data are shown in Figures 20 

and 21. 

 

  
Table 7  

Descriptive statistics for NAPLAN data 

Grade Mean (score)  Range (score)  Sample size 

 Literacy Numeracy  Literacy Numeracy  Literacy Numeracy 

Year 3 437 424  226–592 214–666  598 593 

Year 5 512 509  327–672 340–748  620 611 

Year 7 552 558  360–741 361–786  708 702 

Year 9 594 612  386–743 416–874  673 658 

 

 

Figure 20. Cumulative histogram for NAPLAN Literacy scores 
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Figure 21. Cumulative histogram for NAPLAN Numeracy scores 

 

4.8.5 School Assessment (SA) 

 Data for school assessments were available for the period from 2002 to 2012. While 

the data comprised a total of 367,567 individual assessment task marks, they were combined 

using school-specified weights to form weighted average marks in English and mathematics 

for each semester. This reduced the total number of records to 56,448. Thereafter, following 

the recommendation by Goldschmidt et al. (2007) and Messick (1996) to increase the validity 

of these measurements by taking the average, these marks were averaged over the junior high 

school years (Grades 7–10) and the senior high school years (Grades 11–12). This further 

reduced the total number of records to 6,511. The descriptive statistics for these data are 

included in Table 8 and a histogram for each set of data is shown in Figures 22 to 25. 
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Table 8  

Descriptive statistics for School Assessment data 

Course Mean (%) Range (%) Sample size 

Junior English 59 5–96 2,054 

Junior Mathematics 66 0–98 1,934 

Senior English 59 7–95 1,268 

Senior Mathematics 59 4–96 1,255 

 

 

Figure 22. Histogram of Junior English SA data 

 

 

Figure 23. Histogram of Junior Mathematics SA data 
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Figure 24. Histogram of Senior English SA data 

 

 

 

Figure 25. Histogram of Senior Mathematics SA data 
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4.9 Research Instrument 

 The data in the school archives did not include any nominations of gifted 

underachievement. Therefore, a survey instrument was needed to collect appropriate 

nomination data. A survey instrument was chosen as it allowed for a small amount of 

information to be collected in an effective and efficient manner from all high school teachers 

at the school. 

4.9.1 Development of the survey 

 In a review of the literature, no published instruments that showed how researchers 

requested teachers to nominate gifted students who were underachieving could be identified. 

Nevertheless, most researchers indicated that teachers were asked to classify each student on 

their class list as achieving or underachieving (Annesley, 1970; Carr et al., 1991; Jones & 

Myhill, 2004; Lee-Corbin & Evans, 1996), while some required the teachers to provide 

reasons for their nominations (Dunne & Gazeley, 2008; Lau & Chan, 2001a; Sharp, Kendall, 

& Schagen, 2003). These two elements of the existing literature were incorporated into the 

survey instrument that was developed for this project, which was essentially designed to 

reflect common practices used in the literature with respect to teacher nominations of gifted 

underachievers (i.e., the use of simple instruments that comprise few elements).  

4.9.2 Presentation of the survey 

 The survey was presented as a self-administered online form. The questions in the 

survey asked teachers to: (a) nominate a gifted student who had achieved significantly below 

their potential in the past semester, (b) the class the student was in, and (c) the reasons for 

their nomination. To encourage a high response rate, the survey was designed to be clear, 

quick, and simple for each teacher to complete (Fraenkel & Wallen, 2006). Teachers were 

invited to complete the survey multiple times, as necessary, to allow all gifted students they 
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taught, and had exhibited underachievement in the past semester, to be nominated. The 

survey may be found in Appendix 7. 

4.9.3 Data collection 

 Multiple scholars have questioned the validity of nominations from teachers who have 

no training to distinguish between gifted achievement and gifted underachievement (Dunne 

& Gazeley, 2008; Jones, 2005; Schultz, 2002). Hence, some researchers (Fisher, 2005; 

Kanevsky & Keighley, 2003) have made a practice of providing guidance to teachers on 

gifted underachievement before they are asked to classify students. To increase the validity of 

the teacher nominations in this project, the investigator provided an accredited professional 

development presentation on gifted underachievement to all high school staff at the selected 

school. This presentation, which occurred on the 14th of July, 2015 during a professional 

development week, was timely as the staff had recently completed their half yearly reports 

for students in their classes. The presentation outlined Gagné’s differentiated model of 

giftedness and talent (Gagné, 1998; 2009a; 2009b; 2013), the nature and problem of gifted 

underachievement, and the specific ways in which to identify gifted students who exhibit 

underachievement (Reis & McCoach, 2000). At the conclusion of the presentation, staff were 

invited to participate in the research project. The participant information statement and the 

email invitation sent to each staff member may be found in Appendices 6 and 8, respectively. 

To supplement the nomination data, additional archive data sets were collected from 

the school assessment records in 2015. These data were necessary to allow the results of the 

teacher nominations (which were collected in 2015) to be compared to the results from the 

statistical methods. Moreover, to ensure that a suitable sample size was achieved, high school 

teachers of all subjects were invited to participate. Therefore, further school assessment data 

were also collected from each of these subjects to compare the teacher nomination data to the 
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results of the statistical methods. The additional data included 1,483 student scores, with a 

mean of 67% and a range of 6% to 100%. A histogram of these data is shown in Figure 26. 

 

Figure 26. Histogram of additional school assessment marks 

 

4.9.4 Screening of data 

 Following the practice of researchers who screen teacher nominations by excluding 

any nominations that did not include reasons, or included inappropriate reasons (Dunne & 

Gazeley, 2008; Lau & Chan, 2001a; Sharp et al., 2003), a screening process was applied to 

the 122 teacher nominations of gifted underachievement that were received. Not one of the 

received nominations was discarded after a thorough inspection of all reasons provided for 

the nominations. Generally, the participating teachers cited observations of common 

characteristics of underachieving gifted students (79% of responses) and/or made 

comparisons of measured ability with observed or measured achievement of the students 

(29% of responses). The teachers nominated students in each grade across 79 different high 
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school classes in each of the teaching areas in the school. On average, the participating 

teachers nominated 1.4 gifted students as underachieving in each class. As the remaining 

students in each class were assumed to be classified as “not underachieving”, the survey 

administration resulted in a total of 1,505 teacher classifications of students. 

4.10 Data Preparation 

4.10.1 Standardisation 

 The first step that was carried out in the preparation of the data for analysis was to 

convert each measured score into standardised units, with a mean of zero and a standard 

deviation of one. Standardisation was possible for many instruments as they have published 

means and standard deviations across large populations. These publications include the 

technical manual for the OLSAT (Harcourt Educational Measurement, 2003), Report on the 

Scaling of the HSC (UAC, 2001–2014), the BOSTES Results Analysis Package for SC results 

(BOSTES, 2001–2011), and the National Reports on NAPLAN results (ACARA, 2008–

2013). For each of these instruments (except OLSAT), standardisation was applied to each 

subgroup with a published mean and standard deviation (e.g., for each year, grade, subject, 

etc.). 

 The school assessments were the only set of data that did not have published means 

and standard deviations. The school reports database that was used to extract school 

assessments included 445 unique courses (i.e., unique by year, grade, subject, and semester). 

The mean scores across these courses varied considerably, with a range of 34–93%, an 

average of 61%, and a standard deviation of 8.5%. As a result, a decision was made to 

standardise scores for each course based on the mean and standard deviation specific to each 

course. As noted previously, the scores for each student were then averaged across the 



  96 

multiple grades and semesters to produce an average score in English and mathematics for 

both junior (Grades 7–10) and senior (Grades 11–12) years. 

4.10.2 Selecting combinations of expected and actual achievement 

 Each of the instruments selected to measure expected achievement or actual 

achievement provided multiple sets of measurements. For example, the OLSAT provides 

three sets of measurements (i.e., School Ability Index, Verbal score, and Non-Verbal score), 

while the NAPLAN provides two sets of measurements (i.e., Literacy score and Numeracy 

score). In total, eleven sets of measures exist to assess expected achievement and ten sets of 

measures exist to assess actual achievement (refer Table 9). An instrument was only 

considered able to measure expected achievement if it was measured before the actual 

achievement was measured. For example, the Higher School Certificate (HSC) could not be 

used as a measure of expected achievement as it is the final assessment of a student’s 

achievement before they leave high school.  

 

Table 9  

All sets of measurements of expected achievement and actual achievement from the school archives 

Expected achievement measurements  Actual achievement measurements 

Instrument Subcomponents  Instrument Subcomponents 

OLSAT SAI 

VS 

NV 

 NAPLAN Literacy 

Numeracy 

Prior NAPLAN Literacy 

Numeracy 

 HSC English 

Mathematics 

Prior SC English 

Mathematics 

 SC English 

Mathematics 

Prior Junior SA English 

Mathematics 

 Junior SA English 

Mathematics 

Prior Senior SA English 

Mathematics 

 Senior SA English 

Mathematics 

Note. SAI = School Ability Index; VS =Verbal score; NV = Non-verbal score 
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 From all of the measures of expected and actual achievement, a total of 110 

combinations of expected achievement and actual achievement measurements were possible. 

To reduce the total number of combinations studied to a more manageable size, only those 

combinations relating to the same type of content were included in the investigation. For 

example, combinations of expected achievement in numeracy and actual achievement in 

mathematics were included, but combinations of expected achievement in numeracy with 

actual achievement in English were excluded. With respect to analyses relating to the 

nomination method, as the additional school assessment results collected in 2015 related to 

multiple subjects, only the general School Ability Index (SAI) subcomponent from the 

OLSAT was used as the expected achievement measurement. Furthermore, the averaging of 

school assessments across multiple grades (i.e., across 7–10 to form the Junior School 

Assessment score) was not appropriate for comparison with the nomination data, as 

nomination data were only collected for a single semester (instead, a school assessment score 

was calculated as the weighted total score across all of assessments in the first semester of 

2015). The result was a total of 41 sets of combinations of expected achievement and actual 

achievement measurements, which are shown in Table 10 along with the sample size of 

gifted students examined in each data combination. 

4.10.3 Data-linkage across separate databases 

 As the data from each instrument were historically stored in separate databases, a 

process of data-linkage occurred to match data in the separate databases that came from the 

same students. As the data provided were de-identified, data-linkage was carried out using 

student ID numbers that were unique to the student and common across the different 

databases. Unfortunately, three older databases (circa 1990–2000, containing Ravens 

Progressive Matrices, Slossons Intelligence Tests, and state academic competitions results) 

needed to be excluded from this research as the student ID numbers used were not common  
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Table 10  

Sample size for all combinations of expected achievement and actual achievement measurements 

studied 

Instrument pair Combination   
(i.e., expected achievement – actual achievement) 

  

achievement – Actual achievement) 

  n 

OLSAT–NAPLAN SAI–Lit  390 

 SAI–Num  387 

 VS–Lit  328 

 NV–Num  496 

OLSAT–SC SAI–E  39 

 SAI–M  39 

 VS–E  23 

 NV–M  46 

OLSAT–HSC SAI–E  55 

 SAI–M  24 

 VS–E  36 

 NV–M  29 

NAPLAN–SC Lit–E  39 

 Num–M  76 

NAPLAN–HSC Lit–E  41 

 Num–M  45 

SC–HSC E–E  69 

 M–M  106 

OLSAT–Junior SA SAI–E  158 

 SAI–M  158 

 VS–E  123 

 NV–M  214 

OLSAT–Senior SA SAI–E  75 

 SAI–M  75 

 VS–E  55 

 NV–M  92 

NAPLAN–Junior SA Lit–E  164 

 Num–M  318 

NAPLAN–Senior SA Lit–E  75 

 Num–M  131 

Junior SA–SC E–E  75 

 M–M  71 

SC–Senior SA E–E  76 

 M–M  191 

Junior SA–HSC E–E  79 

 M–M  49 

Senior SA–HSC E–E  46 

 M–M  39 

Junior SA–Senior SA E–E  89 

 M–M  77 

OLSAT–SA
 

SAI–SA  290 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; 

Lit = Literacy; Num = Numeracy 
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across the databases. The matching of student ID numbers was undertaken in Excel using the 

VLOOKUP function. Due to differences in the grades and years that the various instruments 

were administered, there was not a complete set of matched pairs of student results for each 

of the combinations of expected and actual achievement measurements. 

4.10.4 Selection of gifted students 

 The model of giftedness adopted for this investigation was Gagné’s (2009a, 2013) 

Differentiated Model of Giftedness and Talent. Reflecting the definition of giftedness in this 

model, gifted students were identified as those students who scored in the top 10% of their 

age peers in each of the specific measures of expected achievement used for each data 

combination. It is noteworthy that Gagné supports the use of intelligence tests, school grades, 

and standardised achievement tests for the identification of gifted students (Gagné, 2007). 

The sample size of gifted students identified in each data combination is provided in Table 

10. 

4.11 Meta-Analysis 

 The statistical tools used in this investigation produced results for each of the 41 

combinations of expected achievement and actual achievement measurements, and for each 

of the methods (i.e., absolute split I, absolute split II, nomination, regression, and simple 

difference) used to identify and measure gifted underachievement (i.e., up to 410 results for 

each statistical method). Such a large volume of results may make it difficult to extract a 

single meaningful conclusion. To address this problem, it may be inappropriate to examine 

the simple averages of the results, as true patterns may disappear and false patterns based on 

pooling artefacts may appear (i.e., Simpson’s paradox, Blyth, 1972; Tang, He & Tu, 2012). 

Thus, other, more sophisticated, methods may be needed to combine and simplify the large 

number of results. 
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 A possible solution is meta-analysis, which may be considered to be an appropriate 

method for combining information from multiple sources (Hunter & Schmidt, 2004; 

Rosenthal & DiMatteo, 2001). Meta-analysis may be used to: (a) produce an overall estimate 

of an effect size by combining multiple studies, and (b) test the significance of an effect with 

a level of statistical power related to the combined sample size. For example, if several 

different researchers were examining the impact of breastfeeding on intelligence, a meta-

analysis could combine these results to produce a single measurement of the effect of 

breastfeeding on intelligence and establish whether the effect is statistically significant 

(Franke, 2001). It is noted that other methods of combining information from multiple studies 

(e.g., making a comparison of the count of the number of studies where an effect was found 

to be significant, with those studies that found the effect to be insignificant), may actually 

reduce the statistical power and may be less accurate than the individual studies (Borenstein, 

Hedges, Higgins, & Rothstein, 2009). Moreover, it is noted that researchers in the field of 

gifted education have recently been encouraged to use meta-analysis techniques to increase 

the precision and reliability of research findings and to answer unique questions 

(Steenbergen-Hu & Olszewski-Kubilius, 2016). Therefore, in this investigation, meta-

analytical methods were used. 

 The calculations required in a meta-analytical approach to determine an overall effect 

size from multiple studies are completed over multiple steps (Borenstein, 2009). First, the 

weighting of each study must be determined. In a meta-analysis, each study is weighted 

according to the precision and sample size of the study, with the weighting being equal to the 

variance of the effect size (Borenstein et al., 2009). Second, the weighting is applied by 

multiplying the effect size from each study by its variance. Third, all of the weighted effect 

sizes are summed. Fourth, the variances from each study are added to calculate the total 

weighting of the multiple studies. Last, the sum of weighted effect sizes is divided by the 
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total weighting of the multiple studies to produce the overall weighted average effect size for 

the multiple studies. The calculations relating to each of these steps are outlined in Appendix 

12. 

4.12 Application of the Methods to Identify/Measure Gifted Underachievement 

 Each of the five methods for the identification/measurement of gifted 

underachievement were applied to all 41 combinations of expected achievement and actual 

achievement measurements. Nevertheless, it is noted that the absolute split II method could 

not be applied to the OLSAT-NAPLAN instrument pair, as the NAPLAN instrument does not 

publish its maximum score to allow for the calculation of a percentage score. Furthermore, as 

previously discussed, the nomination method could only be assessed with newly collected 

teacher nomination data, as the school archives did not contain any teacher nomination data. 

The total number of cases of gifted underachievement identified for each method for each 

combination of measurements, and over all data combinations, is summarised in Table 11. 

 The lines of best fit that were used for the regression method for each of the 

combinations of expected achievement and actual achievement measurements are described 

in Table 12. Each line of best fit is described by the slope of the line (the gradient, m), the y-

intercept (b), and a measure of how well the line of best fit actually fits the data (correlation, 

r). It is noteworthy that the correlation between the expected achievement and actual 

achievement measurements varies from small (r = 0.17) to very large (r = 0.83), although the 

average correlation (r = 0.51) may be considered large (Field, 2013). Furthermore, almost all 

slopes of the line of best fit (m) are positive and less than one, and most (71%) of the y-

intercepts (b) are negative. These observations indicate that the students, on average, have 

lower levels of actual achievement than expected achievement. 
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Table 11  

Summary of the total number of cases of gifted underachievement identified for each method of 

identification applied to each pair of measurements 

Instrument pair Combination ABSI ABSII SD REG NOM 

OLSAT–NAPLAN SAI–Lit 107 - 109 63 - 

 SAI–Num 36 - 43 50 - 

 VS–Lit 82 - 65 44 - 

 NV–Num 70 - 82 63 - 

OLSAT–SC SAI–E 9 4 6 5 - 

 SAI–M 5 7 4 5 - 

 VS–E 2 1 3 2 - 

 NV–M 7 8 8 5 - 

OLSAT–HSC SAI–E 50 33 45 9 - 

 SAI–M 21 14 21 3 - 

 VS–E 31 20 29 7 - 

 NV–M 26 16 28 2 - 

NAPLAN–SC Lit–E 4 2 5 7 - 

 Num–M 4 4 8 7 - 

NAPLAN–HSC Lit–E 33 18 35 4 - 

 Num–M 41 28 42 6 - 

SC–HSC E–E 50 30 47 12 - 

 M–M 92 65 96 14 - 

OLSAT–Junior SA SAI–E 50 120 59 21 - 

 SAI–M 58 56 58 24 - 

 VS–E 31 86 35 14 - 

 NV–M 86 87 94 29 - 

OLSAT–Senior SA SAI–E 45 62 46 12 - 

 SAI–M 38 47 43 12 - 

 VS–E 31 34 29 7 - 

 NV–M 49 63 55 16 - 

NAPLAN–Junior SA Lit–E 24 93 22 21 - 

 Num–M 104 107 147 51 - 

NAPLAN–Senior SA Lit–E 35 51 30 6 - 

 Num–M 67 80 82 21 - 

Junior SA–SC E–E 4 1 0 8 - 

 M–M 2 4 1 4 - 

SC–Senior SA E–E 37 38 29 12 - 

 M–M 89 123 87 36 - 

Junior SA–HSC E–E 57 23 49 6 - 

 M–M 39 25 39 4 - 

Senior SA–HSC E–E 17 5 17 8 - 

 M–M 24 12 21 4 - 

Junior SA–Senior SA E–E 23 44 12 4 - 

 M–M 17 36 11 4 - 

OLSAT–SA SAI–SA 106 116 116 46 122 

Total  1703 1563 1758 678 122 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; Lit = 

Literacy; Num = Numeracy; ABSI = Absolute Split I; ABSII = Absolute Split II; SD = Simple Difference; REG = 

Regression; NOM = Nomination 
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Table 12  

Regression fits used for the regression method of identification/measurement of gifted 

underachievement 

Instrument pair Combination  Regression Fit 

   m b r 

OLSAT–NAPLAN SAI–Lit  0.52 0.20 0.62 
 SAI–Num  0.77 0.21 0.69 

 VS–Lit  0.51 0.24 0.59 

 NV–Num  0.69 0.18 0.66 

OLSAT–SC SAI–E  0.48 0.27 0.60 
 SAI–M  0.74 0.21 0.72 

 VS–E  0.55 0.29 0.65 

 NV–M  0.66 0.19 0.70 

OLSAT–HSC SAI–E  0.32 –0.85 0.25 
 SAI–M  0.28 –1.00 0.19 

 VS–E  0.33 –0.83 0.25 

 NV–M  0.29 –1.07 0.23 

NAPLAN–SC Lit–E  0.74 0.17 0.78 
 Num–M  0.74 0.09 0.83 

NAPLAN–HSC Lit–E  0.52 –1.02 0.35 
 Num–M  0.18 –0.90 0.17 

SC–HSC E–E  0.74 –1.17 0.44 
 M–M  0.22 –0.82 0.20 

OLSAT–Junior SA SAI–E  0.57 –0.09 0.56 
 SAI–M  0.61 –0.10 0.62 

 VS–E  0.57 –0.04 0.54 

 NV–M  0.55 –0.14 0.60 

OLSAT–Senior SA SAI–E  0.22 –0.11 0.20 
 SAI–M  0.35 –0.04 0.34 

 VS–E  0.24 –0.10 0.21 

 NV–M  0.32 –0.05 0.33 

NAPLAN–Junior SA Lit–E  0.84 –0.15 0.73 
 Num–M  0.38 –0.02 0.72 

NAPLAN–Senior SA Lit–E  0.40 –0.10 0.31 
 Num–M  0.35 –0.04 0.37 

Junior SA–SC E–E  0.69 0.21 0.79 
 M–M  0.92 0.19 0.72 

SC–Senior SA E–E  0.53 –0.19 0.42 
 M–M  0.47 –0.15 0.51 

Junior SA–HSC E–E  0.97 –1.29 0.60 
 M–M  0.94 –1.66 0.44 

Senior SA–HSC E–E  0.86 –0.68 0.82 
 M–M  1.21 –1.54 0.68 

Junior SA–Senior SA E–E  0.58 –0.11 0.54 
 M–M  0.53 –0.04 0.47 

OLSAT–SA SAI–SA  0.45 –0.24 0.36 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E 

= English; M = Mathematics; Lit = Literacy; Num = Numeracy 
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Table 13 

Mean measurements of gifted underachievement 

Instrument pair Data 

combinati

on 

 SD REG 

OLSAT–NAPLAN 

 

SAI–Lit  0.66 0.07 

 SAI–Num  0.09 –0.12 

 VS–Lit  0.53 –0.04 

 NV–Num  0.28 –0.11 

OLSAT–SC SAI–E  0.55 0.00 

 SAI–M  0.32 0.17 

 VS–E  0.48 0.03 

 NV–M  0.51 0.18 

OLSAT–HSC SAI–E  2.05 0.08 

 SAI–M  2.17 0.03 

 VS–E  2.00 0.09 

 NV–M  2.28 –0.08 

NAPLAN–SC Lit–E  0.36 0.21 

 Num–M  0.44 0.10 

NAPLAN–HSC Lit–E  1.73 –0.12 

 Num–M  2.51 –0.02 

SC–HSC E–E  1.50 –0.09 

 M–M  2.18 –0.12 

OLSAT–Junior SA SAI–E  0.88 0.08 

 SAI–M  0.88 0.16 

 VS–E  0.72 –0.02 

 NV–M  1.00 0.11 

OLSAT–Senior SA SAI–E  1.40 –0.04 

 SAI–M  1.21 0.08 

 VS–E  1.33 –0.03 

 NV–M  1.35 0.10 

NAPLAN–Junior 

SA 

Lit–E  0.50 0.14 

 Num–M  0.96 0.14 

NAPLAN–Senior 

SA 

Lit–E  0.96 –0.18 

 Num–M  1.28 0.04 

Junior SA–SC E–E  0.24 –0.05 

 M–M  –0.16 –0.13 

SC–Senior SA E–E  0.90 –0.01 

 M–M  1.13 0.05 

Junior SA–HSC E–E  1.24 –0.13 

 M–M  1.64 –0.13 

Senior SA–HSC E–E  0.83 –0.13 

 M–M  1.17 –0.07 

Junior SA–Senior 

SA 

E–E  0.51 –0.33 

 M–M  0.50 –0.31 

OLSAT–SA SAI–SA  1.29 0.25 

Weighted average  0.82 0.00 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal 

score; E = English; M = Mathematics; Lit = Literacy; Num = Numeracy 
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 Table 13 reports the average measurements of gifted underachievement, for each of 

the 41 data combinations, using the two methods (i.e., regression and simple difference 

methods) that produce measurements of the degree of gifted underachievement. A weighted 

average measurement of gifted underachievement was calculated for both methods across all 

of the data combinations following the procedure discussed and outlined in Appendix 12. 

Interestingly, the weighted average measurement of gifted underachievement from the simple 

difference method is close to the threshold used for identifying gifted underachievement (one 

standard deviation), while the weighted average measurement from the regression method is 

zero. These differences will be more formally investigated in the following chapter. 

4.13 Summary 

 This chapter has outlined the methodology followed for this investigation. It has 

discussed how the research was designed to answer the research questions using data 

collected from a sample of the target population and how the data was prepared for analysis. 

The following chapters outline the data analyses and the results of these analyses. 
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5 Convergence Evidence 

5.1 Introduction 

 This chapter begins to answer the first research question: “Is the extrapolation 

inference reasonable for each of the methods to identify and measure gifted 

underachievement?” It was determined in Chapter 4 that to answer this question, 

convergence evidence and criterion evidence should be provided. This chapter outlines the 

data analyses and results that form the convergence evidence. 

5.2 Outline of Chapter 

 There are three major approaches that researchers use to assess convergence: 

 Proportions: An examination of whether similar proportions of classifications are 

made between two sets of results (Ho et al., 2014). If the difference between 

proportions identified are large and statistically significant, convergence is not 

supported.  

 Association or correlation: A measurement of the degree to which two variables are 

related (Lau & Chan, 2001a). If the association or correlation between variables is 

small or not significant, convergence is not supported.  

 Agreement: A measurement of the degree to which two variables are equal (Bland & 

Altman, 1999; Agresti, 2013; Hanneman, 2008). If the agreement is weak, 

convergence is not supported. 

Following Zaki et al. (2012), who propose that comparisons of proportions, correlation, and 

agreement are all used as convergence evidence, all three approaches will be used to gather 

convergence evidence in this investigation. 
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 To provide convergence evidence to assess whether the extrapolation inference is 

reasonable for any particular method used to identify and measure gifted underachievement, 

the degree of convergence between all of the methods used to identify and measure gifted 

underachievement (i.e., the two variations of absolute split, nomination, regression, and 

simple difference) will need to be examined. It is noted that, due to differences in data type, 

the statistical analyses required to assess the convergence of the identifications of gifted 

underachievement will be different to those required to assess the convergence of the 

measurements of the degree gifted underachievement from the different methods (Agresti, 

2013; Hanneman, 2008). Specifically, the identification results are considered to be a set of 

classifications (i.e., gifted underachievement or gifted achievement) that take the form of 

dichotomous categorical data (also called binary or boolean data), while the measurement 

results take the form of continuous data that may take on any value.  

While the two sets of analyses will be conducted in relation to each of the three 

approaches to providing convergence evidence for all of the methods used to 

identify/measure gifted underachievement, as the proportion approach is only applicable to 

identification data (and not to measurement data), this chapter will provide a total of five sets 

of statistical results to assess convergence. Each of these five sets of results will include 

statistical measurements and a statistical test of significance where relevant. 
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Figure 27. Outline of Chapter 5 

 Figure 27 provides details on how the chapter is organised. First, the chapter is 

divided into three major sections according to the three approaches for the assessment of 

convergence evidence (i.e., proportions of identification, association and correlation, and 

agreement). Second, each major section, except proportions of identification, will comprise 

separate analyses relating to convergence evidence for the identification results and the 

measurement results. A holistic discussion incorporating all of the convergence evidence 

occurs at the end of the chapter. 

5.3 A Note on the Interpretation of Probability Values 

 As this investigation uses many statistical measurements and statistical tests to answer 

the research questions, correct interpretation of these statistical analyses is of paramount 

importance to this investigation. Recently, concern has been raised with the validity of 

current practices that primarily rely on probability values (p-values) to make decisions 

(Gelman & Loken, 2014; Goodman, 2008; Johnson, 2013; Lew, 2012; Nuzzo, 2014; Peng, 

2015; Trafimow & Marks, 2015; Ziliak, 2010). In response, the American Statistical 

Association (ASA) has released a statement to address key issues surrounding the 

Chapter 5 

Convergence 

5A Proportions 

Identification 

5B Correlation 

Identification Measurement 

5C Agreement 

Identification Measurement 
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misconception and misuse of probability values (p-values). Specifically, they provided the 

following six principles for the correct use and understanding of probability values: 

1. P-values can indicate how incompatible the data are with a specified statistical 

model. 

2. P-values do not measure the probability that the studied hypothesis is true, or the 

probability that the data were produced by random chance alone. 

3. Scientific conclusions and business or policy decisions should not be based only on 

whether a p-value passes a specific threshold. 

4. Proper inference requires full reporting and transparency. 

5. A p-value, or statistical significance, does not measure the size of an effect or the 

importance of a result. 

6. By itself, a p-value does not provide a good measure of evidence regarding a model 

or hypothesis. (Wasserstein & Lazar, 2016) 

Importantly, they also noted that “statistical significance is not equivalent to scientific, 

human, or economic significance “ (Wasserstein & Lazar, 2016, p. 10). This is because 

statistical significance is highly dependent on the sample size and measurement precision 

achieved in a study (Field, 2013). Therefore, very small effects, of no practical significance, 

can be found to be statistically significant with a large enough sample size. Consequently, in 

the following chapters, where many statistical tests are used, in some cases with large sample 

sizes, an emphasis has been made on making decisions on the basis of the size of the 

measured effect, rather than primarily on the probability values. In addition, to provide full 

reporting and transparency, a comprehensive guide to equations used and additional results 

produced are also provided in the appendices. 
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5.4 Proportions 

 One approach to establishing that the different methods of identifying gifted 

underachievement are convergent is to assess whether they identify similar proportions of 

cases of gifted underachievement. This section examines the differences in proportions of 

gifted underachievement identified by the different methods, and determines whether the 

measured differences are large and statistically significant.  

5.4.1 Analysis of proportions 

 For each method of identification, the proportion of identifications was calculated as 

the number of identified cases of gifted underachievement divided by the number of gifted 

students examined. In addition, the weighted average proportion of identification was 

calculated for each identification method across all data combinations following the meta-

analysis methods previously described (and shown in Appendix 12). The proportions of 

identification are reported in Table 14, while the weighted average values are included in the 

final rows of Table 14 and in Figure 28. The proportion of cases identified as gifted 

underachievement varied from 0% to 91% of gifted students across the different data 

combinations and methods. The broad range of results possibly demonstrates why researchers 

to date have had difficulty in ascertaining the true rate of underachievement for gifted 

students. The weighted average proportions for each identification method had a narrower 

range (i.e., 13% for the regression method to 44% for the absolute split II method). 
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Table 14  

Proportions of gifted students identified as underachieving 

Instrument pair Combination ABSI ABSII SD REG Nom 

OLSAT–NAPLAN SAI–Lit 0.27 - 0.28 0.16 - 
 SAI–Num 0.09 - 0.11 0.13 - 

 VS–Lit 0.25 - 0.20 0.13 - 

 NV–Num 0.14 - 0.18 0.13 - 

OLSAT–SC SAI–E 0.23 0.10 0.15 0.13 - 
 SAI–M 0.13 0.18 0.10 0.13 - 

 VS–E 0.09 0.04 0.13 0.09 - 

 NV–M 0.15 0.17 0.17 0.11 - 

OLSAT–HSC SAI–E 0.91 0.60 0.82 0.16 - 
 SAI–M 0.38 0.25 0.38 0.05 - 

 VS–E 0.86 0.56 0.81 0.19 - 

 NV–M 0.41 0.25 0.44 0.03 - 

NAPLAN–SC Lit–E 0.10 0.05 0.13 0.18 - 
 Num–M 0.05 0.05 0.11 0.09 - 

NAPLAN–HSC Lit–E 0.80 0.44 0.85 0.10 - 
 Num–M 0.54 0.37 0.55 0.08 - 

SC–HSC E–E 0.71 0.43 0.67 0.17 - 
 M–M 0.55 0.39 0.57 0.08 - 

OLSAT–Junior SA SAI–E 0.32 0.76 0.37 0.13 - 
 SAI–M 0.37 0.35 0.37 0.15 - 

 VS–E 0.25 0.70 0.28 0.11 - 

 NV–M 0.40 0.40 0.44 0.13 - 

OLSAT–Senior SA SAI–E 0.60 0.83 0.61 0.16 - 
 SAI–M 0.51 0.63 0.57 0.16 - 

 VS–E 0.56 0.80 0.53 0.13 - 

 NV–M 0.53 0.68 0.60 0.17 - 

NAPLAN–Junior SA Lit–E 0.15 0.57 0.13 0.13 - 
 Num–M 0.33 0.34 0.46 0.16 - 

NAPLAN–Senior SA Lit–E 0.47 0.69 0.40 0.08 - 
 Num–M 0.50 0.60 0.62 0.16 - 

Junior SA–SC E–E 0.05 0.01 0.00 0.10 - 
 M–M 0.03 0.06 0.01 0.06 - 

SC–Senior SA E–E 0.49 0.50 0.38 0.16 - 
 M–M 0.47 0.64 0.46 0.19 - 

Junior SA–HSC E–E 0.70 0.28 0.60 0.07 - 
 M–M 0.56 0.36 0.56 0.06 - 

Senior SA–HSC E–E 0.34 0.10 0.34 0.16 - 
 M–M 0.37 0.18 0.32 0.06 - 

Junior SA–Senior SA E–E 0.26 0.49 0.13 0.04 - 
 M–M 0.22 0.47 0.14 0.05 - 

OLSAT–SA SAI–SA 0.37 0.40 0.40 0.16 0.42 

Weighted Average  0.32 0.44 0.33 0.13 0.42 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; Lit = 

Literacy; Num = Numeracy; ABSI = Absolute Split I; ABSII = Absolute Split II; SD = Simple Difference; REG = 

Regression; NOM = Nomination 
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Figure 28. Proportion of cases of gifted underachievement from each method of identification 

 

5.4.2 Comparisons of proportions 

5.4.2.1 Cochran’s Q test 

 Cochran’s Q test (Cochran, 1950) may be used to statistically test whether the average 

proportion of gifted underachievement cases identified by each identification method is 

indeed different. The test is commonly used to compare the proportions of diagnoses from 

multiple diagnostic tests which are each applied to the same sample (Cohen et al., 2015; 

Fleiss, Levin, & Paik, 2003), and formally assesses the null hypothesis that the proportion of 

gifted underachievement cases identified is equal for each of the identification methods (i.e., 

H0: p1=p2=p3=p4=p5). Cochran’s test requires the calculation of a Q test statistic (following 

the method outlined in Appendix 12), which measures the amount of variation between the 

different proportions. The Q test statistic is compared to a chi-square distribution to 

determine whether any differences in proportions measured are statistically significant. 

 The Q test statistic of 86 (p < 0.001) for the data suggested that a statistically 

significant difference does indeed exist between the weighted average proportions of 
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identifications from the five methods that identify gifted underachievement. Therefore, the 

conclusion that the average proportion of identifications from the five methods is not equal is 

supported. Nevertheless, as the difference in proportions of identification may only be due to 

the proportions from one or two methods, further investigations are necessary to determine if 

any pairs of the identification methods may be considered to have equal proportions of 

identification. 

5.4.2.2 McNemar’s test 

 McNemar’s (1947) test is used to determine whether there is a statistically significant 

difference between two sets of dichotomous classifications made of the same group of people 

(Agresti, 2013; Nussbaum, 2015; Tang et al., 2012), and is therefore an appropriate test to 

determine whether any pairs of identification methods have different or equal proportions of 

identification (Roberts, Sheffield, McIntire, & Alexander, 2011). To allow a deeper analysis 

of the differences in proportions of gifted underachievement classifications across the 

different identification methods, the McNemar test was applied to every possible pairing of 

identification methods for each data combination. 

 The results of the McNemar test are reported in Table 15 and Table 16. Table 15 

reports the comparisons of the statistical identification methods to each other for each of the 

41 data combinations, along with the weighted averages of the difference in proportions 

across different data combinations for each pair of statistical identification methods. Table 16 

reports the comparisons of the statistical identification methods to the nomination method for 

the only data combination on which comparisons were possible (i.e., OLSAT as the measure 

of expected achievement and school assessment as the measure of actual achievement).   

In Table 15, each column of values represents the difference in proportion of cases 

identified as gifted underachievement between two methods of identification. A positive 
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value indicates that Method 1 identified a lower proportion of gifted underachievement cases 

than Method 2, while a negative value indicates that Method 2 identified a lower proportion 

of gifted underachievement cases than Method 1. As the weighted averages were calculated 

across both positive and negative values, it is possible that the calculation of the weighted 

averages may have “artificially” reduced the size of the difference in proportions. Therefore, 

the weighted average of the absolute values of the difference in proportions were also 

calculated (i.e., the measure reported in the final row of Table 15). 

 The observed difference in proportion of gifted underachievement classifications 

varied from –0.90 to 0.45. The McNemar test results showed that most (62%) of these 

individual differences in proportions for each data combination were statistically significant 

(p < 0.05) and therefore do not support convergence. Nevertheless, it is noted that only one 

of the four statistical methods of identification (i.e., the regression method) produced a 

significant difference in proportion when compared with the nomination method. Hence, the 

results appear to support the possibility of convergence between the nomination method and 

each of the other three statistical methods (i.e., the absolute split I, absolute split II, and 

simple difference methods). 

 The weighted average of the differences in the proportions of gifted 

underachievement identifications for each pair of statistical identification methods ranged 

from –0.34 to 0.05. The regression method appeared to be particularly different to the other 

methods as, on average, it identified between 20% to 34% less cases of gifted 

underachievement than the other three statistical methods. The weighted average difference 

in proportions between the other pairs of statistical methods had a narrower range (±0.05).  

A comparison of the weighted averages of the differences in the proportions of gifted 

underachievement with the weighted averages of the absolute values of the differences in the 
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proportions of gifted underachievement for each identification method, showed that the latter 

statistic was larger. This suggested that the weighted averages of the differences in the 

proportions of gifted underachievement may be reduced, if there are substantial 

inconsistencies across the various data combinations in terms of which of each pair of 

investigated identification methods identified the larger proportion of gifted 

underachievement. Interestingly, the weighted averages of the absolute values of the 

differences in the proportions of gifted underachievement revealed that the absolute split II 

method may also be substantially different to the other statistical methods (e.g., on average, it 

identified between 17% and 35% more or less cases of gifted underachievement than the 

other statistical methods). Only the absolute split I and simple difference methods appeared to 

have a small difference in the weighted average of the absolute values of the differences in 

proportions of gifted underachievement. 

When the McNemar test was carried out on the weighted average (and weighted 

average of the absolute) values, it is noteworthy that all of the values were statistically 

significant to indicate that convergence was not supported between any of the pairs of 

statistical methods. Nevertheless, these probability values must be interpreted cautiously 

(Wasserstein & Lazar, 2016). For example, despite the McNemar test showing that all of the 

weighted average differences in proportions of gifted underachievement were statistically 

significant (p < 0.05), the size of some of the differences may not have practical significance 

(Field, 2013; Wasserstein & Lazar, 2016). Therefore, the very small difference in the 

proportion of cases of gifted underachievement identified in the absolute split I and simple 

difference methods may possibly be suggestive of practical convergence. 
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Table 15  

Difference in proportion and McNemar test results 

Comparison of Method 1: ABSI  ABSII  SD 

with Method 2: ABSII SD REG  SD REG  REG 

OLSAT–NAPLAN 

 

SAI–Lit - 0.01 –0.11*  - -  –0.12* 

SAI–Num - 0.02 0.04*  - -  0.02* 

 VS–Lit - –0.05* –0.12*  - -  –0.06* 

 NV–Num - 0.04* –0.01  - -  –0.06* 

OLSAT–SC SAI–E 0.13* 0.08 0.10  –0.05 –0.03  0.03 

 SAI–M –0.05 0.03 0.00  0.08 0.05  –0.03 

 VS–E 0.04 –0.04 0.00  –0.09 –0.04  –0.04 

 NV–M –0.02 –0.02 0.04  0.00 0.07  0.07 

OLSAT–HSC SAI–E –0.31* –0.09 –0.75*  0.22* –0.44*  –0.65* 

 SAI–M –0.29* 0.00 –0.75*  0.29* –0.46*  –0.75* 

 VS–E –0.31* –0.06 –0.67*  0.25* –0.36*  –0.61* 

 NV–M –0.34* 0.07 –0.83*  0.41* –0.48*  –0.90* 

NAPLAN–SC Lit–E –0.05 0.03 0.08  0.08 0.13*  0.05 

 Num–M 0.00 0.05 0.04  0.05 0.04  –0.01 

NAPLAN–HSC Lit–E –0.37* 0.05 –0.71*  0.41* –0.34*  –0.76* 

 Num–M –0.29* 0.02 –0.78*  0.31* –0.49  –0.80* 

SC–HSC E–E –0.29 –0.04 –0.55*  0.25* –0.26*  –0.51* 

 M–M –0.25 0.04 –0.74*  0.29* –0.48*  –0.77* 

OLSAT–Junior SA SAI–E 0.44* 0.06 –0.18*  –0.39* –0.63*  –0.24* 

 SAI–M –0.01 0.00 –0.22*  0.01 –0.20*  –0.22* 

 VS–E 0.45* 0.03 –0.14*  –0.41* –0.59*  –0.17* 

 NV–M 0.00 0.04 –0.27*  0.03 –0.27*  –0.30* 

OLSAT–Senior SA SAI–E 0.23* 0.01 –0.44*  –0.21* –0.67*  –0.45* 

 SAI–M 0.12* 0.07 –0.35*  –0.05 –0.47*  –0.41* 

 VS–E 0.24* –0.04 –0.44*  –0.27* –0.67*  –0.40* 

 NV–M 0.15* 0.07 –0.36*  –0.09 –0.51*  –0.42* 

NAPLAN–Junior SA Lit–E 0.42 –0.01 –0.02  –0.43* –0.44*  –0.01 

 Num–M 0.01 0.14* –0.17*  0.13* –0.18*  –0.30* 

NAPLAN–Senior SA Lit–E 0.21* –0.07 –0.39*  –0.28* –0.60*  –0.32* 

 Num–M 0.10* 0.11* –0.35*  0.02 –0.45*  –0.47* 

Junior SA–SC E–E –0.04 –0.05 0.05  –0.01 0.09*  0.11* 

 M–M 0.03 –0.01 0.03  –0.04 0.00  0.04 

SC–Senior SA E–E 0.01 –0.11* –0.33*  –0.12* –0.34*  –0.22* 

 M–M 0.18* –0.01 –0.28*  –0.19* –0.46*  –0.27* 

Junior SA–HSC E–E –0.43* –0.10* –0.65*  0.33* –0.22*  –0.54* 

 M–M –0.29* 0.00 –0.71*  0.29* –0.43*  –0.71* 

Senior SA–HSC E–E –0.26* 0.00 –0.20*  0.26* 0.07  –0.20* 

 M–M –0.31* –0.08 –0.51*  0.23* –0.21*  –0.44* 

Junior SA–Senior SA E–E 0.24* –0.12* –0.21*  –0.36* –0.45*  –0.09* 

 M–M 0.25* –0.08* –0.17*  –0.32* –0.42*  –0.09* 

OLSAT–SA SAI–SA 0.04 –0.02 –0.30*  0.01 –0.34*  –0.32* 

Weighted average 0.05* 0.01 * –0.20*  –0.04* –0.34*  –0.22* 

Weighted average of absolute values 0.17* 0.05* 0.22*  0.18* 0.35*  0.23* 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; Lit = Literacy; 

Num = Numeracy; ABSI = Absolute Split I; ABSII = Absolute Split II; SD = Simple Difference; REG = Regression; NOM = 

Nomination; *p < 0.05 
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 Overall, the analysis of proportions has suggested that the four statistical methods 

used to identify gifted underachievement (i.e., absolute split I, absolute split II, regression, 

and simple difference methods) may not be convergent in terms of the proportions of gifted 

underachievement that are identified. In particular, the regression method and the absolute 

split II method appeared to identify different proportions of gifted underachievement. 

Nevertheless, among the statistical identification methods, marginal evidence for 

convergence was identified between the absolute split I and the simple difference methods 

(i.e., although no statistical convergence was demonstrated, the difference in the proportions 

of gifted underachievement cases identified using the two identification methods across 

different data combinations was small). When comparisons were made between the 

proportions of gifted underachievement identified using the nomination method and the 

statistical identification methods, some convergence evidence was found between the 

nomination method and the absolute split I, absolute split II, and the simple difference 

methods. 

 

Table 16  

Difference in proportion and McNemar test results for nomination 

Method Difference in proportion 

Absolute split I –0.05 

Absolute split II 0.02 

Regression –0.26* 

Simple difference –0.03 

*p < 0.05 
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5.5 Association and Correlation 

 This section provides evidence using the second approach to establish the 

convergence of the various methods that identify and measure gifted underachievement. 

Specifically, statistical measures were used to assess how strongly the results obtained from 

the various methods used to identify and measure gifted underachievement are related to one 

another, and whether the relationship is statistically significant. Tests of association were 

conducted on data from the methods that identify gifted underachievement (i.e., the absolute 

split I, absolute split II, simple difference, regression, and nomination methods), while 

additional tests of correlation were conducted on data from the methods that measure the 

degree of gifted underachievement (i.e., the simple difference and regression methods).   

5.5.1 Association evidence 

 Association refers to the strength of the relationship between nominal, ordinal, or 

dichotomous variables. Two variables may be considered to be strongly associated with one 

another when a change in one variable is consistently met with a change in the other variable. 

The strength of the association between variables may be measured using association 

coefficients which have a maximum value of +1 and a minimum value of –1. A strong 

association between variables, that is also statistically significant, may form a part of the 

evidence that suggests convergence between variables. The following subsections outline the 

statistical analyses to measure and test association.   

5.5.1.1 Contingency tables 

 When examining the association between two dichotomous variables, it is common to 

analyse these variables using a contingency table (Nussbaum, 2015). Table 17 provides an 

example of a simple 2 x 2 contingency table that compares the results of two methods for 

identifying gifted underachievement. Each letter (i.e., a, b, c, or d) represents the counts of 
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the number of cases of gifted underachievement or gifted achievement identified by the two 

methods. The letters “a” and “d” represent the number of cases where the two methods 

produce the same classifications, while the letters “b” and “c” represent the number of cases 

where the two methods produce different classifications. The analysis of association evidence 

relies on these four values, with larger values for a and d, and smaller values for b and c, 

indicative of a higher degree of association. While larger contingency tables are possible to 

allow for the comparison of variables with more than two values (non-dichotomous 

variables), all contingency tables used in this chapter are 2 x 2 contingency tables. 

Approximately 400 contingency tables were created for this chapter and are reported in 

Appendix 9. 

Table 17  

A generic contingency table comparing the classifications given by two methods (Nussbaum, 2015) 

 Method 1  Row  

GUA GA  Total 

Method 2 GUA a b  a + b 

GA c d  c + d 

Column total a + c b + d  TOTAL 

Note. GUA = Gifted Underachievement; GA = Gifted Achievement  

 

5.5.1.2 The Phi coefficient 

 The phi coefficient (ϕ) is a measure of association between two categorical variables 

(Field, 2013) that is equivalent to the commonly used Pearson correlation coefficient 

calculated with continuous variables (Cernovsky, 2002; Garson, 2012; Nussbaum, 2015). The 

phi coefficient is calculated using the values from the contingency table (refer to Appendix 

12 for the relevant formula). Pett (1997) suggests that phi coefficient values from 0.00 to 0.29 

are indicative of a weak level of association, values from 0.30 to 0.49 are indicative of a low 

level of association, values from 0.50 to 0.69 are indicative of a moderate level of 
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association, values from 0.70 to 0.89 are indicative of a strong level of association, and 

values from 0.90 to 1.00 are indicative of a very strong level of association. In addition, Park, 

Riddle, and Tekian (2014) suggest that a phi coefficient value of greater than 0.70 is required 

to establish that a relationship is at “sufficient levels” (p. 618) for convergence. 

5.5.1.3 Chi-Square (χ
2
) test of independence 

 The chi-square test is used to determine whether the association between two 

variables is statistically significant, and is commonly used in combination with the phi 

coefficient to determine whether convergence between variables is supported (Lau & Chan, 

2001a). Convergence is deemed to be supported when the chi-square test result indicates that 

the probability of no association is very low.  

It is noted that two conditions need to be met for the results of the chi-square test to be 

meaningful: 

(a) No more than 20% of the cells in the contingency table should contain values less 

than five (Fisher’s exact test should be used instead when this assumption is violated; 

Park et al., 2014); and 

(b) The two variables should not be from the same participants (the McNemar test should 

be used instead when this assumption is violated; Elwood, 2007; Glantz, 2011; 

Rothman, Lash & Greenland, 2008). 

In this project, the variables being examined for association (the results from the 

different methods of identifying gifted underachievement) are from the same participants, and 

hence the second assumption is violated. Nevertheless, to allow for comparability to the 

findings of Lau and Chan (2001a), who also compared methods that identified gifted 

underachievement and used the chi-square test to assess the statistical significance of 

association with the same participants, the chi-square test results are included here. The more 
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appropriate McNemar test has already been carried out and reported. The calculations 

required for carrying out the chi-square test and Fisher’s exact test are outlined in Appendix 

12. 

5.5.1.4 Association results 

 The phi coefficient values and the chi-square test results between the nomination and 

each of the statistical methods (i.e., absolute split I, absolute split II, regression, and simple 

difference) are summarised in Table 19, while the phi coefficient values and chi-square test 

results showing the associations between the statistical methods are reported in Table 18. 

These tables together contain a total of 238 measurements of association and tests of 

significance. It is noted that as the simple difference method classified all cases from one data 

combination (i.e., Junior school assessment in English – School Certificate in English) as 

gifted achievement, one of the conditions for the conduct of the chi-square test was violated, 

and the Fisher’s exact test was used instead in this instance. 

 Only 50 of the 238 measurements of association (i.e., 21% of all measurements of 

association) could be classified as strong or very strong associations according to Pett’s 

(1997) criteria. A further 73 (31%) could be classified as moderately strong, 76 (32%) could 

be classified as of low strength, and 35 (15%) could be classified as of weak strength. If Park 

et al.’s (2014) criteria are used, only 21% of the associations appeared to be strong enough to 

indicate that convergence may be possible. 

 As the association between every possible pair of statistical identification methods 

was measured for each of the data combinations, it was possible to calculate a weighted 

average association for each possible pairing of the statistical methods. These values were 

calculated using meta-analysis techniques as previously described (refer Appendix 12) and 

are reported in Table 18 and Figure 29. All of the weighted average associations may be 
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classified as being of low or moderate strength according to Pett’s (1997) guidelines, and 

none met Park et al.’s (2014) criteria for convergence. Nevertheless, two pairs of 

identification methods (i.e., absolute split I – absolute split II, and absolute split I – simple 

difference) with the highest weighted average phi coefficient values (i.e., 0.65 and 0.62, 

respectively), were only slightly below Park et al.’s (2014) threshold. The associations 

between the nomination method and the statistical identification methods were weaker (i.e., 

phi coefficient values ranged from 0.13 to 0.34) than the associations between the statistical 

identification methods. 

 The chi-square tests showed that 185 (78%) of the 238 measured associations, along 

with all of the weighted average associations had a level of association that was statistically 

significant (p < 0.05). It is noted that Lau and Chan (2001a) obtained similar results and 

concluded that the methods were convergent. Nevertheless, as an assumption of the chi-

square test was violated (i.e., the data was obtained from the same participants), a similar 

conclusion about convergence may be inappropriate. The more appropriate McNemar test, as 

previously reported, evinced that the differences in proportions of gifted underachievement 

identified were statistically significant. 

 Generally, the association results reported in this section do not appear to support the 

convergence of the methods that identify gifted underachievement. No pairing of the 

identification methods produced a weighted average association (or an association in the case 

of pairings with the nomination method) that was large enough to suggest a strong or very 

strong association according to Pett (1997), or a level of association that is supportive of 

convergence proposed by Park et al. (2014). Furthermore, the chi-square test results do not 

appear to be meaningful, while the McNemar test results were generally non-supportive of 

the associations between the statistical identification methods. The nomination method,  
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Table 18  

Summary of the phi coefficients of association and chi-square test of significance 

Association of Method 1: ABSI  ABSII  SD 

with Method 2: ABSII SD REG  SD REG  REG 

Instrument pair combination         

OLSAT–NAPLAN 

 

SAI–Lit - 0.64* 0.70*  - -  0.70* 

SAI–Num - 0.65* 0.73*  - -  0.92* 

 VS–Lit - 0.61* 0.64*  - -  0.79* 

 NV–Num - 0.54* 0.70*  - -  0.78* 

OLSAT–SC SAI–E 0.62* 0.61* 0.70*  0.79* 0.88*  0.90* 
 SAI–M 0.82* 0.88* 1.00*  0.72* 0.82*  0.88* 

 VS–E 0.69* 0.34 1.00*  0.55 0.69*  0.34 

 NV–M 0.92* 0.44* 0.82*  0.39 0.76*  0.58* 

OLSAT–HSC SAI–E 0.39* 0.51* 0.14  0.58* 0.36  0.21 
 SAI–M 0.45* 1.00* 0.14  0.45 0.32  0.14 

 VS–E 0.45 0.61* 0.20  0.55* 0.44  0.24 

 NV–M 0.38 0.56* 0.09  0.21 0.25  0.05 

NAPLAN–SC Lit–E 0.69* 0.88* 0.72*  0.61* 0.50*  0.82* 
 Num–M 1.00* 0.50* 0.54*  0.50* 0.54*  0.93* 

NAPLAN–HSC Lit–E 0.44 0.84* 0.16  0.37 0.37  0.14 
 Num–M 0.40 0.23 0.12  0.34 0.31  0.10 

SC–HSC E–E 0.54* 0.83* 0.28  0.60* 0.52*  0.31 
 M–M 0.49* 0.64* 0.15  0.41* 0.31*  0.13 

OLSAT–Junior SA SAI–E 0.38* 0.57* 0.58*  0.43* 0.22  0.51* 
 SAI–M 0.92* 0.70* 0.56*  0.64* 0.53*  0.56* 

 VS–E 0.38* 0.59* 0.62*  0.37* 0.24  0.57* 

 NV–M 0.93* 0.54* 0.48*  0.51* 0.48*  0.45* 

OLSAT–Senior SA SAI–E 0.56* 0.75* 0.36*  0.43* 0.20  0.35* 
 SAI–M 0.78* 0.71* 0.43*  0.56* 0.34*  0.38* 

 VS–E 0.57* 0.78* 0.34  0.44* 0.19  0.36 

 NV–M 0.72* 0.65* 0.43*  0.40* 0.31*  0.38* 

NAPLAN–Junior 

SA 

Lit–E 0.36* 0.55* 0.62*  0.34* 0.33*  0.92* 
 Num–M 0.94* 0.52* 0.50*  0.49* 0.49*  0.47* 

NAPLAN–Senior 

SA 

Lit–E 0.58* 0.65* 0.32  0.33* 0.20  0.36* 
 Num–M 0.82* 0.63* 0.43*  0.45* 0.35*  0.34* 

Junior SA–SC E–E 0.49* 0.00
a 

0.69*  0.00
a 

0.34*  0.00
a 

 M–M 0.70* 0.70* 0.70*  0.49* 0.47*  0.49* 

SC–Senior SA E–E 0.71* 0.81* 0.44*  0.68* 0.43*  0.55* 
 M–M 0.65* 0.60* 0.44*  0.35* 0.27*  0.53* 

Junior SA–HSC E–E 0.40* 0.50* 0.18  0.50* 0.45*  0.22 
 M–M 0.52* 0.62* 0.15  0.52* 0.29  0.15 

Senior SA–HSC E–E 0.46* 0.81* 0.60*  0.46* 0.58*  0.60* 
 M–M 0.53* 0.85* 0.27  0.62* 0.51*  0.31 

Junior SA–Senior 

SA 

E–E 0.49* 0.67* 0.37*  0.40* 0.22  0.55* 
 M–M 0.57* 0.77* 0.44*  0.44* 0.25  0.57* 

OLSAT–SA SAI–SA 0.75* 0.71* 0.52*  0.67* 0.48*  0.49* 

Weighted average  0.65* 0.62* 0.54*  0.48* 0.39*  0.58* 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; 

Lit = Literacy; Num = Numeracy; *p<0.05; 
a
Fisher’s exact test used 
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which showed phi coefficient values ranging from 0.13 to 0.34 with the other identification 

methods, appeared to be the most non-convergent with the other identification methods. 

 

Table 19  

Summary of the phi coefficients of association and chi-square test of significance comparing 

nomination and statistical identification methods 

Method Phi 

Absolute split I 0.27* 

Absolute split II 0.33* 

Simple difference 0.34* 

Regression 0.13 

*p < 0.05  

 

 

Figure 29. Weighted average phi coefficient values 

 

5.5.2 Correlation evidence 

 Correlation refers to the strength of the relationship between two continuous 

variables. As two of the methods used to identify gifted underachievement (i.e., the simple 

difference method and the regression method) calculate continuous variables that may be 
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used to measure the degree of gifted underachievement, a correlation analysis will be possible 

to assess the strength of the relationship between these variables. In comparison to 

association analysis, correlation analysis has greater statistical power, which may mean that it 

provides stronger evidence to assess the possibility of convergence. The following sections 

outline the statistical analyses required to measure and test correlations between continuous 

variables. 

5.5.2.1 Pearson’s correlation coefficient 

 The Pearson correlation coefficient (r, Field, 2013; Hair, Anderson, Black, Babin, & 

Black, 2010) is commonly used to assess the strength of the relationship between two 

continuous variables. Johnson and Wichern (2007) suggest that Pearson correlation 

coefficient values of 0.00 to 0.29 represent a very weak linear relationship, values of 0.30 to 

0.49 represent a weak linear relationship, values of 0.50 to 0.69 represent a moderate linear 

relationship, values of 0.70 to 0.89 represent a strong linear relationship, and 0.90 to 1.00 

represent a near perfect linear relationship between the two variables. In addition, a t-test is 

commonly used to determine whether the measured correlation is statistically significant 

(Field, 2013). The test statistic, the formula for which is provided in Appendix 12, is 

calculated on the basis of the size of the correlation and the sample.  

5.5.2.2 Correlation results 

 Table 20 provides details of the Pearson correlation coefficient (r) calculations and 

the results of the t-tests. These results show that across almost all data combinations, the 

measurements of gifted underachievement obtained using the simple difference and 

regression methods were nearly perfectly related to one another. Furthermore, across all data 

combinations, the relationship was found to be statistically significant. When the weighted 

average correlation between the simple difference and regression measurements of gifted 

underachievement was calculated using the meta-analysis methods outlined in Appendix 12,  
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Table 20  

Results for Pearson correlation coefficients 

Instrument pair Data 

combinati

on 

 r  

OLSAT–NAPLAN 

 

SAI–Lit  0.97* 
 SAI–Num  1.00* 

 VS–Lit  0.97* 

 NV–Num  0.99* 

OLSAT–SC SAI–E  0.95* 
 SAI–M  0.99* 

 VS–E  0.91* 

 NV–M  0.97* 

OLSAT–HSC SAI–E  0.98* 
 SAI–M  0.99* 

 VS–E  0.98* 

 NV–M  0.97* 

NAPLAN–SC Lit–E  0.99* 
 Num–M  0.98* 

NAPLAN–HSC Lit–E  0.98* 
 Num–M  0.88* 

SC–HSC E–E  1.00* 
 M–M  0.89* 

OLSAT–Junior SA SAI–E  0.98* 
 SAI–M  0.99* 

 VS–E  0.98* 

 NV–M  0.95* 

OLSAT–Senior SA SAI–E  0.97* 
 SAI–M  0.97* 

 VS–E  0.97* 

 NV–M  0.93* 

NAPLAN–Junior SA Lit–E  1.00* 
 Num–M  0.94* 

NAPLAN–Senior SA Lit–E  0.97* 
 Num–M  0.92* 

Junior SA–SC E–E  0.98* 
 M–M  1.00* 

SC–Senior SA E–E  0.99* 
 M–M  0.94* 

Junior SA–HSC E–E  1.00* 
 M–M  1.00* 

Senior SA–HSC E–E  1.00* 
 M–M  1.00* 

Junior SA–Senior SA E–E  0.98* 
 M–M  0.99* 

OLSAT–SA SAI–SA  0.89* 

Weighted average  0.97* 

Note. SAI = School Ability Index; VS =Verbal 

Score; NV = Non-verbal score; E = English; M = 

Mathematics; Lit = Literacy; Num = Numeracy; 

*p<0.05 
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a nearly perfectly linear relationship was again suggested. The correlation results support the 

possibility of convergence between the simple difference and regression methods of 

measuring gifted underachievement. 

Overall, contrasting information was provided from the association and correlation 

analyses. While the association analyses largely indicated non-convergence between the 

identification methods (with the absolute split I and absolute split II methods, and the 

absolute split I and simple difference methods having the strongest, albeit marginal, claims 

for convergence), the correlation analyses indicated a high level of convergence between the 

measurements of the degree of gifted underachievement obtained using simple difference and 

regression methods. 

5.6 Agreement 

 This section provides evidence from the third approach (i.e., agreement) that may be 

used to assess the convergence of methods that identify and measure gifted 

underachievement. Agreement may be considered to occur when the various methods used to 

identify gifted underachievement identify the same gifted students as underachieving, or 

when the two methods used to measure gifted underachievement measure the same degree of 

gifted underachievement for each student. As for the previous sections, different statistical 

analyses will be used to investigate the level of agreement between the methods that identify 

and measure gifted underachievement. 

5.6.1 Usefulness of agreement analyses 

 Altman and Bland (Altman & Bland, 1983; Bland & Altman, 1986; 1999) argue that 

the other two approaches used to assess convergence may be limited because their results 

may suggest convergence, even though no true convergence exists. For example, 

measurements of the differences in the proportions of classifications of gifted 
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underachievement may be problematic, because even if the proportions obtained using the 

different identification methods are similar, they may in fact identify different students as 

exhibiting gifted underachievement. Similarly, measures of correlation may suggest that two 

measurements of gifted underachievement have a perfect linear relationship, which only 

suggests that if the value of one measurement is known, the other may be predicted (i.e., a 

high correlation may not be used to infer that the two measurements are the same, or even 

similar). To address such issues, an examination of agreement statistics, which use a method 

of quantifying the differences between two sets of data, may be necessary (Altman & Bland, 

2002). 

5.6.2 Agreement of identification methods 

 Percentage agreement and Cohen’s kappa are two commonly used measures of 

agreement between categorical variables, and may therefore be appropriate to assess the level 

of agreement between the methods that identify gifted underachievement (McHugh, 2012). 

Fleiss et al. (2003) suggest that percentage agreement is the simplest method used to measure 

the degree of agreement between two categorical variables (e.g., gifted achievement and 

gifted underachievement), while Viera and Garrett (2005) suggest that the kappa agreement 

measure may be the most commonly used agreement statistic.  

5.6.2.1 Percentage agreement 

 The percentage agreement measurement provides information on the total percentage 

of identical classifications obtained from two different methods. However, there are two 

reported problems with this statistic as a measure of agreement (Hoffmann & Ninonuevo, 

1994): 

(a) The percentage agreement may be greatly inflated when one classification category 

has a much larger identification rate. For example, when comparing two tests that 
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diagnose an uncommon medical condition, the large rate of negative results may 

suggest a high level of agreement, even if the tests disagree on every positive result. 

(b) Some agreement is expected to occur by chance alone. Sim and Wright (2005) 

suggest that if the measurements agree “purely by chance, they are not really 

‘agreeing’ at all; only agreement beyond that expected by chance can be considered 

‘true’ agreement” (p. 258).  

Due to these problems, the percentage agreement statistic was not used in this investigation. 

5.6.2.2 Cohen’s kappa statistic 

 The Cohen’s kappa (κ) statistic may be used to assess the degree of agreement 

between any classification tasks (Agresti, 2013; Brennan & Prediger, 1981; Cohen, 1960; 

Czodrowski, 2014; Sim & Wright, 2005; Warrens, 2011), and is commonly used in the health 

fields to assess the agreement between multiple methods to diagnose a health condition 

(Correia et al., 2011; Ewe et al., 2013; Ghanizadeh, 2013; Lindsley et al., 2011). The 

procedure in the calculation of the statistic is shown in Appendix 12. The Cohen’s kappa 

statistic is preferred over the percentage of agreement because it attempts to take into account 

the agreement that would be expected purely by chance.  

 Values for kappa range from –1 to 1, with values of 1 indicative of perfect agreement, 

values of zero indicative of no agreement greater than that expected by chance, and a 

negative value indicative of less agreement than may be expected by chance. The 

interpretation of specific kappa values within this range may vary according to the context in 

which it is being used (Kundel & Polansky, 2003; Landis & Koch, 1977). Nevertheless, 

several different scholars have proposed interpretations for values which are summarised in 

Table 21. It is noted that while the choice of these thresholds and interpretations may be 

somewhat arbitrary (Sim & Wright, 2005), the Fleiss et al. (2003) and Walts, et al. (2011) 
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guidelines appear to be an appropriate intermediate position. Therefore, a value of 0.75 was 

deemed necessary for convergence to be supported. Tests of significance for Cohen’s kappa 

values are generally not used, as it is rare for these values to not be greater than expected by 

chance (Agresti, 2013; Bakeman, & Gottman, 1997). 

 
Table 21  

Common interpretations of kappa values 

Kundel & Polansky, 2003; 

Landis & Koch, 1977 

 Fleiss et al., 2003; Walts et 

al., 2011 

 McHugh, 2012; Rettew et al., 

2009; Tang et al., 2012 

kappa value Agreement   kappa value Agreement  kappa value Agreement 

< 0.00 
Less than 

chance 
 < 0.00 

Less than 

chance 

 
< 0.00 

Less than 

chance 

0.01–0.20 Slight  
0.01–0.39 Poor 

 

< 0.80 Unacceptable 

0.21–0.40 Fair  
 

0.41–0.60 Moderate  

0.40–0.74 Fair–good 

 

0.61–0.80 Substantial  
 

0.81–1.00 
Almost 

perfect 
 0.75–1.00 Excellent 

 
0.81–1.00 Acceptable 

 

5.6.2.3 Kappa agreement results 

 This section reports the kappa agreement values (κ) between each pair of methods 

used to identify gifted underachievement for each data combination (refer Tables 22 and 23). 

The kappa agreement statistics ranged from –0.32 to 1.00. Approximately half (54%) of the 

kappa values were found to be greater than the Walts et al. (2011) threshold for fair 

agreement (κ = 0.40), while only 14% were above their threshold for excellent agreement (κ 

= 0.75). Therefore, strong support could not be found for convergence between the various 

methods that identify gifted underachievement. In particular, the level of agreement between 

the nomination method and the other statistical methods was consistently less than expected 

by chance alone (κ < 0.00), suggesting that the nomination method, consistent with the 
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findings of Lau and Chan (2001a), may be the least convergent with the other methods used 

to identify gifted underachievement.  

 When the weighted average kappa values were calculated using the meta-analysis 

methods (as outlined in Appendix 12; refer Figure 30), none of the weighted average kappa 

values was above the Walts et al. (2011) threshold for excellent agreement (κ = 0.75). 

Nevertheless, two pairs of methods (i.e., absolute split I – absolute split II, and absolute split I 

– simple difference) had weighted average kappa values that were close (0.69 and 0.64 

respectively) to the Walts et al. (2011) threshold. These results tentatively and weakly 

support the possibility that among the methods used to identify gifted underachievement, 

some convergence may exist between the absolute split I and absolute split II methods, and 

between the absolute split I and simple difference methods. None of the remaining weighted 

average kappa agreement values were above the threshold for fair agreement (κ = 0.40). 

 

 

 

Figure 30. Kappa agreement for pairs of identification methods  
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Table 22  

Kappa agreement results between statistical methods for identification 

Instrument pair Data pair  ABSI  ABSII  SD 

   ABSII SD REG  SD REG  REG 

OLSAT–NAPLAN 

 

SAI–Lit  - 0.64 0.66  - -  0.66 
 SAI–Num  - 0.65 0.71  - -  0.91 

 VS–Lit  - 0.61 0.60  - -  0.77 

 NV–Num  - 0.53 0.70  - -  0.76 

OLSAT–SC SAI–E  0.55 0.59 0.66  0.77 0.87  0.89 
 SAI–M  0.80 0.87 1.00  0.69 0.80  0.87 

 VS–E  0.65 0.33 1.00  0.47 0.65  0.33 

 NV–M  0.92 0.44 0.81  0.39 0.73  0.56 

OLSAT–HSC SAI–E  0.26 0.47 0.04  0.50 0.23  0.08 
 SAI–M  0.33 1.00 0.04  0.33 0.19  0.04 

 VS–E  0.34 0.60 0.07  0.46 0.32  0.11 

 NV–M  0.25 0.47 0.02  0.08 0.11  0.01 

NAPLAN–SC Lit–E  0.64 0.87 0.69  0.54 0.40  0.80 
 Num–M  1.00 0.46 0.51  0.46 0.51  0.93 

NAPLAN–HSC Lit–E  0.32 0.83 0.05  0.24 0.24  0.04 
 Num–M  0.28 0.23 0.03  0.21 0.17  0.02 

SC–HSC E–E  0.45 0.83 0.15  0.53 0.43  0.18 
 M–M  0.39 0.63 0.05  0.28 0.18  0.03 

OLSAT–Junior SA SAI–E  0.26 0.57 0.50  0.32 0.09  0.41 
 SAI–M  0.92 0.70 0.47  0.64 0.46  0.47 

 VS–E  0.25 0.59 0.55  0.26 0.11  0.49 

 NV–M  0.93 0.54 0.38  0.51 0.37  0.33 

OLSAT–Senior SA SAI–E  0.48 0.75 0.23  0.37 0.08  0.21 
 SAI–M  0.76 0.71 0.31  0.56 0.20  0.25 

 VS–E  0.49 0.78 0.20  0.36 0.07  0.23 

 NV–M  0.69 0.65 0.31  0.39 0.18  0.25 

NAPLAN–Junior SA Lit–E  0.23 0.55 0.61  0.21 0.20  0.92 
 Num–M  0.94 0.50 0.45  0.47 0.43  0.36 

NAPLAN–Senior SA Lit–E  0.53 0.65 0.18  0.28 0.08  0.23 
 Num–M  0.80 0.62 0.31  0.45 0.22  0.20 

Junior SA–SC E–E  0.39 0.00 0.64  0.00 0.20  0.00 
 M–M  0.65 0.66 0.65  0.39 0.47  0.39 

SC–Senior SA E–E  0.71 0.79 0.33  0.66 0.32  0.47 
 M–M  0.61 0.60 0.35  0.33 0.17  0.43 

Junior SA–HSC E–E  0.27 0.49 0.06  0.40 0.33  0.10 
 M–M  0.42 0.62 0.04  0.42 0.16  0.04 

Senior SA–HSC E–E  0.34 0.81 0.53  0.34 0.56  0.53 
 M–M  0.43 0.84 0.13  0.55 0.41  0.18 

Junior SA–Senior SA E–E  0.44 0.62 0.24  0.27 0.09  0.46 
 M–M  0.49 0.74 0.32  0.32 0.12  0.49 

OLSAT–SA SAI–SA  0.74 0.71 0.42  0.67 0.37  0.36 

Weighted average   0.69 0.64 0.13  0.40 0.17  0.11 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-verbal score; E = English; M = Mathematics; Lit = 

Literacy; Num = Numeracy 
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Table 23  

Kappa agreement results between nomination and statistical methods for identification 

Method kappa agreement 

Absolute split I –0.26 

Absolute split II –0.32 

Regression –0.10 

Simple difference –0.34 

  

5.6.3 Agreement of measurement methods 

 For the two methods that not only identify gifted underachievement, but also measure 

the degree of gifted underachievement (i.e., the simple difference and regression methods), 

additional agreement analyses were possible. The greater statistical power of such analyses 

mean that stronger evidence may be provided to assess the possibility of convergence 

between the simple difference and regression methods.  

5.6.3.1 Concordance correlation coefficient 

 The concordance correlation coefficient (CCC) is a measure of the agreement 

between continuous variables (Lin 1989, 2000) that is equivalent to the Cohen’s kappa 

statistic used with categorical data (Lin, Hedayat & Wu, 2007; Robieson, 1999). As for the 

Cohen’s kappa statistic, the CCC already takes into consideration the level of agreement that 

may be attributed to chance, and no tests are usually performed to determine whether the size 

of the CCC value is significant. Appendix 12 provides details on how the statistic is 

calculated. Table 25 provides CCC threshold values that are commonly used by scholars to 

interpret the strength of agreement between variables (Johnson, Chumlea, Czerwinski, & 

Demearath, 2012; McBride, 2005; Panter , Costa, Dalton, Jones, & Ogilvie, 2014; 

Stepnowsky, Zamora, Barker, Liu, & Sarmiento, 2013; Wang & Hui, 2015). 
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Table 24  

Concordance correlation coefficients 

Instrument pair Data pair  SD–REG 

OLSAT–NAPLAN SAI–Lit  0.70 
 SAI–Num  0.92 

 VS–Lit  0.70 

 NV–Num  0.89 

OLSAT–SC SAI–E  0.61 
 SAI–M  0.87 

 VS–E  0.64 

 NV–M  0.82 

OLSAT–HSC SAI–E  0.40 
 SAI–M  0.42 

 VS–E  0.46 

 NV–M  0.31 

NAPLAN–SC Lit–E  0.74 
 Num–M  0.77 

NAPLAN–HSC Lit–E  0.26 
 Num–M  0.23 

SC–HSC E–E  0.43 
 M–M  0.26 

OLSAT–Junior SA SAI–E  0.65 
 SAI–M  0.68 

 VS–E  0.66 

 NV–M  0.56 

OLSAT–Senior SA SAI–E  0.50 
 SAI–M  0.55 

 VS–E  0.57 

 NV–M  0.49 

NAPLAN–Junior SA Lit–E  0.79 
 Num–M  0.56 

NAPLAN–Senior SA Lit–E  0.53 
 Num–M  0.48 

Junior SA–SC E–E  0.70 
 M–M  0.95 

SC–Senior SA E–E  0.63 
 M–M  0.54 

Junior SA–HSC E–E  0.31 
 M–M  0.26 

Senior SA–HSC E–E  0.47 
 M–M  0.35 

Junior SA–Senior SA E–E  0.44 
 M–M  0.49 

OLSAT–SA SAI–SA  0.84 

Weighted Average   0.66 

Note. SAI = School Ability Index; VS =Verbal Score; NV = Non-

verbal score; E = English; M = Mathematics; Lit = Literacy; Num = 

Numeracy 
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Table 25  

Interpretation of Concordance Correlation Coefficient (CCC) values (McBride, 2005) 

CCC value  Strength of agreement  

<0.90  Poor  

0.90–0.95   Moderate  

0.95–0.99  Substantial  

>0.99  Almost perfect  

 

 Table 24 provides the results of the CCC calculations used to measure the degree of 

agreement between the simple difference and regression measurements of gifted 

underachievement for each data combination. It is noted that the CCC values ranged from 

0.23 to 0.95, with 39 of the 41 data combinations considered to have a “poor” level of 

agreement and only two considered to have a “moderate” level of agreement (McBride, 

2005). The weighted average concordance correlation coefficient, which was calculated 

following meta-analysis methods (refer Appendix 12), was found to be 0.66, which is well 

below the threshold for a “moderate” or a higher level of agreement. These results do not 

support the convergence of the simple difference and regression methods for measuring 

gifted underachievement. 

5.6.3.2 Paired t-test 

 As the simple difference and regression methods were used to produce measurements 

of the degree of gifted underachievement with the same group of students, the measurements 

may be considered paired. The mean of the differences between each pair of measurements, 

calculated in standard deviation units, may be analysed to assess the level of agreement 

between these measurements (Hair et al., 2010). Baguley (2009) provides some guidelines on 

the interpretation of the size of the mean differences (i.e., less than 0.2 is considered a 

negligible difference, greater than 0.2 is considered a small difference, greater than 0.5 is 

considered a medium difference, and greater than 0.8 is considered a large difference). A 
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difference of one standard deviation units is equivalent to the adopted threshold for a severe 

discrepancy needed to identify gifted underachievement. In addition to an examination of the 

mean differences, a paired t-test (which is often called a dependent t-test) may be used to 

determine whether the mean differences are statistically significant. 

 The differences between the means of the two sets of measurements (shown in Table 

26) demonstrate that the simple difference and regression methods may not be considered to 

produce similar measurements of gifted underachievement. Following Baguley’s (2009) 

guidelines, 15 (37%) of the mean differences may be classified as large (including 14 that 

were larger than one standard deviation), 6 (15%) may be classified as medium, 10 (24%) 

may be classified as small, and 10 (24%) may be classified as negligible. Furthermore, the 

weighted average difference between means (0.59) was classifiable as being of medium size 

(Baguley, 2009). It is noteworthy that for almost all (38 out of 41) data combinations, the 

paired t-test demonstrated that the measurements of gifted underachievement by the simple 

difference and regression methods were statistically significantly different.  
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Table 26  

Paired t-test results 

Instrument pair Data 

combinatio

n 

 d 

OLSAT–NAPLAN 

 

SAI–Lit  0.33* 

 SAI–Num  0.07* 

 VS–Lit  0.36* 

 NV–Num  0.24* 

OLSAT–SC SAI–E  0.42* 

 SAI–M  0.04 

 VS–E  0.51* 

 NV–M  0.18* 

OLSAT–HSC SAI–E  1.63* 

 SAI–M  1.60* 

 VS–E  1.44* 

 NV–M  2.06* 

NAPLAN–SC Lit–E  0.04 

 Num–M  0.13* 

NAPLAN–HSC Lit–E  2.14* 

 Num–M  2.37* 

SC–HSC E–E  0.34* 

 M–M  2.18* 

OLSAT–Junior SA SAI–E  0.56* 

 SAI–M  0.39* 

 VS–E  0.63* 

 NV–M  0.91* 

OLSAT–Senior SA SAI–E  1.35* 

 SAI–M  1.09* 

 VS–E  1.13* 

 NV–M  1.30* 

NAPLAN–Junior 

SA 

Lit–E  0.09* 

 Num–M  0.75* 

NAPLAN–Senior 

SA 

Lit–E  1.02* 

 Num–M  1.27* 

Junior SA–SC E–E  0.13* 

 M–M  0.00 

SC–Senior SA E–E  0.40* 

 M–M  1.13* 

Junior SA–HSC E–E  0.07* 

 M–M  0.24* 

Senior SA–HSC E–E  0.10* 

 M–M  0.36* 

Junior SA–Senior 

SA 

E–E  0.77* 

 M–M  0.61* 

OLSAT–SA SAI–SA  0.34* 

Weighted average  0.59* 

Note. SAI = School Ability Index; VS =Verbal Score; 

NV = Non-verbal score; E = English; M = Mathematics; 

Lit = Literacy; Num = Numeracy; *p<0.05 
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5.6.3.3 Bland–Altman plots 

 In addition to the concordance correlation coefficient and paired t tests, Bland–

Altman plots may be used to evaluate the level of agreement between two methods (Bland & 

Altman, 1986, 1995, 1999; Cabrera et al., 2002). Singhal and Siddhu (2011) suggest that 

these plots may be considered to be “the best method for comparing the measurements 

obtained by two methods when the true value is unknown” (p.1598), while Preiss and Fisher 

(2008) note that in medical research, “Bland–Altman analysis has largely replaced the 

correlation coefficient as the predominant tool for evaluating the interchangeability of two 

methods for clinical measurement” (p. 257). A typical Bland–Altman plot is shown in Figure 

31.  

 

 

Figure 31. A sample Bland–Altman plot 
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In the construction of the Bland–Altman plot, two new variables are calculated from 

the original two measurements of each participant. The first variable is the average of the two 

measurements for each participant, while the second variable is the difference between the 

two measurements for each participant. These variables are then plotted on a graph (i.e., the 

Bland–Altman plot), with the average of the two measurements on the horizontal axis and the 

difference between the two measurements on the vertical axis. Bland–Altman plots typically 

specify the mean difference between the two measurements and the 95% confidence intervals 

for the mean difference (these are shown as a solid horizontal line and as dashed horizontal 

lines respectively in Figure 31). 

 Prior to the use of a Bland–Altman plot to determine whether two sets of 

measurements agree, multiple scholars (Bland & Altman, 1986, 1995, 1999; Giavarina, 2015) 

recommend that an assessment be made of whether a linear pattern, which may be indicative 

of systematic bias (e.g., the level of agreement between the two measurements may increase 

or decrease as the degree of underachievement increases or decreases) exists. Any such bias 

should be removed before the Bland–Altman plot may be interpreted (Bland & Altman, 1986, 

1995, 1999; Giavarina, 2015). The interpretation itself is based on two main factors: (a) the 

size of the mean difference of measurements (previously analysed when conducting paired t-

tests), and (b) the size of the confidence interval for the mean differences. For agreement to 

occur, the Bland–Altman plot should demonstrate a small mean difference and narrow 

confidence intervals (Connelly, 2008). As the size of the mean difference was previously 

analysed, the analysis of Bland–Altman plots for this investigation focused on the size of the 

confidence interval for the mean difference of measurements. 

 Two steps need to be taken to determine an acceptable threshold for the size of the 

confidence interval for the mean difference of measurements. First, as no standard guidelines 

exist, the researcher must establish how large a difference in the measurements should be to 
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be considered significant (Bland & Altman, 1986, 1995, 1999; Dewitte, Fierens, Stockl, & 

Thienpont, 2002). Such a threshold should be determined a priori, and will depend on the 

units of measurement, the planned use of the instrument, and whether the difference may 

have any significance for identification (Connelly, 2008; Dewitte et al., 2002; Giavarina, 

2015; Hanneman, 2008). In this investigation, a threshold of one standard deviation may be 

appropriate, as such a threshold has been typically adopted to establish “severe discrepancy” 

in gifted underachievement (refer Appendix 1).  

 The second step requires the researcher to establish the percentage of scores that 

assess difference in measurement that are in excess of the threshold, which may be 

considered small enough to constitute an acceptable level of agreement between the 

measurements obtained using the two methods (Bland & Altman, 1986, 1995, 1999; 

Hanneman, 2008). As no study in the field of education was found that used Bland–Altman 

plots, guidance was sought from other fields where these plots are used regularly. One 

relevant study may be Hanneman (2008), which compared two medical instruments and used 

a threshold for the confidence interval that was equivalent to ±0.42 standard deviations. 

While the measurements being examined in the current investigation may not be used to 

diagnose medical conditions, they may nevertheless be used to diagnose related conditions 

(Reschly & Hosp, 2004). Therefore, a confidence interval of ±0.5 standard deviations, which 

was broadly similar to that used in Hanneman (2008) was selected. Such a confidence 

interval indicates that a maximum of 5% of measurements may be different by at least one 

standard deviation for agreement to be established between the measurements obtained using 

the two methods. 

 A common feature of the Bland–Altman plots that were developed for this 

investigation was an asymmetry of data points above and below the line of best fit. 

Additionally, a large section of each plot below the line of best fit tended to be devoid of data 
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points (an example of such a plot is provided in Figure 32). The unique pattern of the data 

distribution in the Bland–Altman plots may be attributed to the collection of data on 

underachievement from gifted students only. Indeed, more symmetrical data distributions 

(refer Figure 33) were achieved when measurements from both gifted and typical students 

were included.  

 

 

Figure 32. Bland–Altman plot for data showing asymmetric distribution 
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Figure 33. A Bland–Altman plot for OLSAT-NAPLAN (NV–NUM) data including typical students 

 

The initial interpretation of the Bland–Altman plots that included data from both 

gifted and typical students suggested a tendency for a large linear systematic pattern between 

the two measurements of underachievement. Indeed, more than half (i.e., 25 out of 40) of the 

Bland–Altman plots exhibited such a pattern. Figure 34 shows how the Bland–Altman plot is 

altered after the removal of this linear pattern and the removal of data from typical students 

(Bland & Altman, 1999; Giavarina, 2015). The measured confidence intervals from the final 

Bland–Altman plots (that included data only from gifted students) for all data combinations, 

and after adjustment for systematic bias, are shown in Table 27. Appendix 10 contains all of 

the Bland–Altman plots. 
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Figure 34. Bland–Altman plot for OLSAT-NAPLAN (NV–NUM) data after removing the linear bias 

and showing 95% CI for data 

  

The adjusted Bland–Altman plots indicated that only ten (24%) of the confidence 

intervals were smaller than Hanneman’s (2008) limit for agreement (i.e., ±0.42), while only 

twelve (29%) were smaller than the predetermined acceptable limit for agreement for this 

project (i.e., ±0.50), leaving 29 (71%) that did not meet the predetermined acceptable limit 

for agreement. Furthermore, the weighted average of the confidence intervals, as calculated 

using meta-analysis methods (refer Appendix 12) was found to be 0.65, which is larger than 

the predetermined acceptable limit for agreement. Therefore, the Bland–Altman plot results 

(as for the results of the analyses using concordance correlation coefficients and paired t 

tests) do not generally support the convergence of the simple difference and regression 

methods for measuring gifted underachievement. 
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Table 27  

Confidence Intervals (CI) from the Bland–Altman plots  

 Instrument 

pair 

Data pair  CI 

OLSAT–NAPLAN 

 

SAI–Lit  1.03 

 SAI–Num  0.47 

 VS–Lit  1.02 

 NV–Num  0.64 

OLSAT–SC SAI–E  1.04 

 SAI–M  0.54 

 VS–E  0.87 

 NV–M  0.74 

OLSAT–HSC SAI–E  0.99 

 SAI–M  0.94 

 VS–E  0.91 

 NV–M  1.05 

NAPLAN–SC Lit–E  0.52 

 Num–M  0.64 

NAPLAN–HSC Lit–E  0.63 

 Num–M  1.45 

SC–HSC E–E  0.29 

 M–M  1.24 

OLSAT–Junior SA SAI–E  0.39 

 SAI–M  0.36 

 VS–E  0.53 

 NV–M  0.53 

OLSAT–Senior SA SAI–E  0.64 

 SAI–M  0.55 

 VS–E  0.84 

 NV–M  0.71 

NAPLAN–Junior 

SA 

Lit–E  0.22 

 Num–M  0.58 

NAPLAN–Senior 

SA 

Lit–E  0.81 

 Num–M  0.90 

Junior SA–SC E–E  0.41 

 M–M  0.08 

SC–Senior SA E–E  0.56 

 M–M  0.74 

Junior SA–HSC E–E  0.03 

 M–M  0.06 

Senior SA–HSC E–E  0.30 

 M–M  0.26 

Junior SA–Senior 

SA 

E–E  0.46 

 M–M  0.52 

OLSAT–SA SAI–Sem1 

015 

 0.66 

Weighted Average   0.65 
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5.7 Discussion  

 This chapter described the convergence evidence that was gathered to assist in the 

evaluation of the validity of the extrapolation inference (i.e., the use of information about a 

student’s expected achievement and actual achievement to determine the student’s gifted 

underachievement) in the interpretation/use argument. Specifically, evidence relating to the 

convergence of the five commonly used methods to identify and measure gifted 

underachievement (i.e., absolute split I, absolute split II, regression, simple difference, and 

nomination) was assessed across 41 different combinations of expected achievement and 

actual achievement measurements for students attending a school in the Sydney metropolitan 

area. Three different approaches were used to contribute evidence towards the assessment of 

convergence. 

The first approach involved making comparisons of the proportions of identification 

of gifted underachievement. Consistent with the findings of Annesley et al. (1970), which 

used a similar approach and determined that the identification methods differed significantly, 

the results from this investigation suggested that the five identification methods do not appear 

to identify the same proportions of students exhibiting gifted underachievement. Two 

methods in particular, the absolute split II method and the regression method, appeared to be 

particularly non-convergent with the other methods. Nevertheless, when individual pairs of 

identification methods were compared, some support for convergence was found between the 

nomination method and the two absolute split methods, and between the nomination method 

and the simple difference method. Furthermore, it was also noted that despite a lack of 

evidence of statistical convergence, the difference in proportions of gifted underachievement 

identified using the simple difference and absolute split I methods was very small. 
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The second approach involved an examination of the degree of association and 

correlation between the results of the methods used to identify and measure gifted 

underachievement. Lau and Chan (2001a) previously assessed the association of results from 

a number of identification methods and determined that only the statistical methods were 

closely related. In the current investigation, the strength of the relationships between the 

statistical identification methods were found to be moderately strong (with the strongest 

being between the two absolute split methods, and between absolute split I and the simple 

difference method), but below the level necessary for convergence, while the relationships 

between the nomination method and each of the statistical methods were consistently weak 

(Park et al., 2014). Therefore, while the results of this investigation appear to be broadly 

similar to that of Lau and Chan (2001a), they were nevertheless interpreted as being non-

supportive of convergence between the five identification methods. It is noted that when a 

correlation analysis was undertaken of measurements obtained from the two methods that 

also measure the degree of gifted underachievement, a nearly perfect linear relationship, 

suggesting a high level of convergence between the simple difference and regression 

methods, was found. 

 The third approach used to collect convergence evidence was an examination of the 

degree of agreement between the results of the methods used to identify and measure gifted 

underachievement. While agreement appeared to exist occasionally for some pairs of 

identification methods for a limited number of data combinations, the weighted average 

agreement levels for each pair of identification methods was below the recommended 

thresholds for convergence (nevertheless, the size of the weighted average agreement 

between the absolute split I and absolute split II methods, and between the absolute split I and 

simple difference methods, was close to this threshold). In particular, the regression method 

and the nomination method appeared to have the lowest levels of convergence with the other 
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methods. Similarly, assessments of the degree of agreement between the measurements of 

gifted underachievement from the simple difference and regression methods, using 

concordance correlation coefficients, mean differences in measurements, and Bland–Altman 

plots, failed to identify substantial support for convergence between these methods. 

 While convergence did appear to exist for some of the identification/measurement 

methods with some specific data combinations, generally the evidence collected in this 

chapter indicated that convergence was not supported. Indeed, consistent evidence across the 

multiple approaches used to assess convergence could not be found for any pair of 

identification/measurement methods. For example, the proportional evidence showing 

convergence between the nomination method and three of the statistical identification 

methods (       with the McNemar’s test results showing no significant difference), 

contrasted with the evidence obtained from the association and agreement approaches, which 

suggested non-convergence (       and        respectively). Similarly, correlational 

evidence indicating a high level of convergence between the simple difference and regression 

measurements of gifted underachievement (       ) contrasted with multiple sources of 

evidence using the agreement approach, which uniformly suggested non-convergence 

(        ;         which was found to be significantly different using a t-test;    

    ). Nevertheless, among the various identification methods, the strongest level of 

convergence appeared to exist between the absolute split I and absolute split II methods 

(            ;        ;        ), and between the absolute split I and simple difference 

methods (            ;        ;        ). Generally, the measurements obtained from 

these pairs of methods tended to be close to the required thresholds for statistical 

convergence. 
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5.8 Summary 

 This chapter has collected evidence to assess the convergence of the different methods 

that identify and measure gifted underachievement. The evidence shows that convergence 

between the various methods used to identify and measure gifted underachievement is 

unsupported. The next chapter will discuss the collection of criterion evidence to assess the 

validity of the extrapolation inference of the interpretation/use argument.  
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6 Criterion Evidence 

6.1 Introduction 

 This chapter provides criterion evidence to answer the first research question that 

guided the project: ‘Is the extrapolation inference reasonable for each of the methods to 

identify and measure gifted underachievement?’. In Chapter 4, a determination was made that 

an assessment of the extrapolation inference (i.e., the use of information about a student’s 

expected achievement and actual achievement to determine the student’s gifted 

underachievement) required the collection of both convergence evidence (presented in 

Chapter 5) and criterion evidence. Criterion evidence may be collected by comparing the 

measurements obtained using the various identification methods to criterion values (i.e., true 

values, or at least well-accepted estimates of the true values; Kane, 2006; 2013). This chapter 

outlines how a criterion value may be established for the identification of gifted 

underachievement, and uses that criterion value to assess the validity of the extrapolation 

inference. 

6.2 Accuracy  

 The process of obtaining criterion evidence by making comparisons of measurements 

to criterion values may be referred to as the process of making assessments of accuracy. 

Accuracy is a statistical measure of the correctness of classifications and is commonly used to 

assess the usefulness of new diagnostic tests (Alonzo & Pepe, 1999). Accuracy may be 

considered equivalent to the convergence of a measurement with the true value. Hence, the 

calculations described in Chapter 5 to assess convergence may be used to assess accuracy if 

comparisons are made with criterion values. 

 The concept of accuracy is sometimes broken down into two sub-components called 

sensitivity and specificity. Sensitivity refers to the number of correct classifications of 
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positive identifications (e.g., gifted underachievement) divided by the total number of 

positive identifications, and provides an indication of how well the classification method 

avoids making false positive identifications (Type I errors). In contrast, specificity refers to 

the number of correct classifications of false identifications (e.g., gifted achievement) divided 

by the total number of false identifications, and provides an indication of how well the 

classification method under examination avoids making false negative identifications (Type 

II errors). Table 28 is a contingency table that outlines the possible classifications of 

conditions to demonstrate the concepts of sensitivity and specificity. 

 
Table 28  

Demonstration of accuracy concepts 

 True classification 

Condition present Condition not present 

Classification from method 

Condition present True positive 
False Positive 

(Type I error) 

Condition not present 
False negative 

(Type II error) 
True negative 

 

 

6.3 Latent Class Analysis 

 Kane (2006, 2013) has noted that the construction of a suitable criterion value may be 

difficult when the variable being measured is not directly observable. A commonly adopted 

solution to the problem is the use of latent class analysis (Christensen et al. 1992; Collins & 

Huynh, 2014; Delaney, Holder, Allan, Kenkre, & Hobbs, 2003; Espeland & Handelman, 

1989; Goldberg & Wittes, 1978; Hadgu, Dendukuri, & Hilden, 2005; Walter, Frommer, & 

Cook, 1991). Mammadov, Ward, and Riedl (2016) have argued that the field of gifted 

education would benefit from using this methodological tool.  



  151 

Latent class analysis is useful in situations where multiple classification methods are 

used to classify the same variable, the true classification of which is not directly observable. 

Specifically, it allows the classifications from the multiple methods to be combined to 

calculate an estimate of the most likely true classification for each participant. The latent 

class analysis approach assumes that a true underlying condition (e.g., gifted 

underachievement) exists, and that each of the different classification methods are influenced 

by this underlying condition. Estimations of accuracy may then proceed by a comparison of 

the results of each individual classification method to the estimated true classification. 

Although latent class analysis may be carried out on many statistical software packages, the 

poLCA statistical package within the R software environment (Linzer & Lewis, 2011) was 

used in this investigation.  

 For the latent class approach to be useful, there must be more variables that are input 

(i.e., the number of methods of identification of gifted underachievement) than the number of 

classifications (i.e., gifted achievement and gifted underachievement; Agresti, 2013). This 

requirement was satisfied with respect to the identification of gifted underachievement, as 

five identification methods (i.e., absolute split I, absolute split II, nomination, regression, and 

simple difference) are used to estimate two true classifications (i.e., gifted achievement and 

gifted underachievement). Nevertheless, it was not satisfied with respect to the measurement 

of gifted underachievement, as only two measurement methods (i.e., regression and simple 

difference) are used to estimate two true classifications (i.e., gifted achievement and gifted 

underachievement). Hence, criterion values could only be estimated for the identification of 

gifted underachievement, and latent class analysis was not carried out to assess the accuracy 

of the measurement of gifted underachievement.  
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6.4 Results and Discussion 

 Latent class analysis was undertaken on the entire data set to create a single latent 

class model that provided criterion value estimates. Table 29 contains: 

(a) Contingency tables relating to each of the five identification methods that show the 

proportion of cases that were in agreement or disagreement with the latent class 

model; and  

(b) Measurements of accuracy of the results obtained from each of the five identification 

methods with the latent class model. The following calculations were made: Cohen’s 

kappa ( ) agreement, phi ( ) association, and the difference between proportions (δ) 

identified.  

 

Table 29  

Accuracy results using a latent class model 

Method  Latent Class Accuracy  

  GUA GA     δ  

SD GUA 0.89 0.09    

GA 0.11 0.91 0.80 0.80 –0.01* 

REG GUA 0.54 0.03    

GA 0.46 0.97 0.51 0.56 –0.22* 

ABSI GUA 0.95 0.05    

GA 0.05 0.95 0.90 0.90 0 

ABSII GUA 0.87 0.20    

GA 0.13 0.80 0.67 0.67 0.04* 

NOM GUA 0.46 0.79    

 GA 0.54 0.21 –0.33 –0.34 0.13* 

Note. GUA = Gifted Underachievement; GA = Gifted Achievement; SD = Simple difference; 

REG = Regression; ABSI = Absolute split I; ABSII= Absolute split II; NOM = Nomination 

*p < 0.05 from McNemar’s test 

 

 The results demonstrated that the absolute split I method had the highest degree of 

accuracy out of the five identification methods. Among the other methods, the simple 
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difference method also had a high level of accuracy, while the absolute split II and regression 

methods appeared to have more moderate levels of accuracy. It is noteworthy that both the 

absolute split I and simple difference methods had: (a) kappa agreement values classifiable as 

almost perfect agreement with the latent class model (Kundel & Polansky, 2003), (b) 

association levels with the latent class model that were above the required threshold for 

convergence (ϕ > 0.70; Park et al., 2014), and (c) a difference in identified proportions of 

gifted underachievement with the latent class model of 0.01 or less. Nevertheless, of these 

two methods, McNemar’s test indicated that only the absolute split I method produced a 

proportion of identification of gifted underachievement that was not statistically significantly 

different to the latent class model.  

 The analyses generally suggested that the nomination method may be the least 

accurate. For example, a negative Cohen’s kappa statistic suggested that the nomination 

method had less agreement with the latent class model than may be expected by chance, 

while the negative phi coefficient indicated that the students who were not identified by 

teachers as exhibiting gifted underachievement were more likely to be exhibiting gifted 

underachievement according to the latent class model. Moreover, the nomination method 

identified 13% more students as exhibiting gifted underachievement than the latent class 

model, which was a statistically significant difference.    

 These results strongly suggest that the validity of the nomination method is not 

supported. As the inclusion of any method in the latent class analysis influences the latent 

class model that is constructed, the analyses were repeated without the nomination method. 

Table 30 provides details of the analyses relating to the refined latent class model. In this 

model, all methods, except the regression method, had a very small difference in the 

proportion of students identified as exhibiting gifted underachievement, and two methods 

(i.e., the simple difference and absolute split I methods) had associations and agreements 
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greater than the threshold for convergence (ϕ > 0.70, Park et al., 2014;    0.75, Walts et al., 

2011). However, a substantial change to the Cohen’s kappa statistic for the regression method 

was noted. As the new results indicated that the regression method may have only poor 

agreement (      ) with the criterion model and also identified 30% less cases of gifted 

underachievement than the latent class model it was decided that the inclusion of the 

regression method may distort the model. Accordingly, the analyses were repeated once again 

without the regression method.  

 

Table 30  

Accuracy results using a latent class model with nomination method  removed 

Method  Latent Class Accuracy 

   GUA GA     δ 

SD GUA 0.89 0.09    

GA 0.11 0.91 0.80 0.80 –0.01* 

REG GUA 0.40 0.01    

GA 0.60 0.99 0.39 0.50 –0.30* 

ABSI GUA 0.94 0.05    

GA 0.06 0.95 0.89 0.89 –0.01* 

ABSII GUA 0.85 0.21    

GA 0.15 0.79 0.64 0.64 0.03* 

Note. GUA = Gifted Underachievement; GA = Gifted Achievement 

*p < 0.05 from McNemar’s test 

 

The final results  indicated that the absolute split I (      ;       ;       ) 

and simple difference (      ;       ;        ) methods continue to have a high 

level of accuracy, according to measures of agreement and association with the latent class 

model that satisfy widely adopted thresholds for convergence (ϕ > 0.70, Park et al., 2014; 

   0.75, Walts et al., 2011). These results (refer Table 31) suggested that both the absolute 

split I and simple difference methods may be used interchangeably with the criterion variable. 

The third identification method (i.e., the absolute split II method) was only slightly below the 
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relevant thresholds. All three methods appeared to have small differences in the proportions 

of gifted underachievement cases identified in comparison to the latent model (i.e., absolute 

value of 0.01 to 0.03). Although the McNemar test found that these differences in proportions 

were statistically significant, this may be a consequence of the large sample size (i.e., 4,988) 

used in the analyses (Field, 2013; Hair et al., 2010). 

 

Table 31  

Accuracy results using a latent class model with nomination and regression  methods removed 

Method  Latent Class Accuracy 

  GUA GA     δ 

SD GUA 0.86 0.11    

GA 0.14 0.89 0.75 0.75 –0.02* 

ABSI GUA 0.99 0.02    

GA 0.01 0.98 0.97 0.97 0.01* 

ABSII GUA 0.86 0.20    

GA 0.14 0.80 0.66 0.66 0.03* 

Note. GUA = Gifted Underachievement; GA = Gifted Achievement 

*p < 0.05 from McNemar’s test 

 

 The results show that the validity of the extrapolation inference with respect to two of 

the methods used to identify gifted underachievement (i.e., absolute split I and simple 

difference), is supported. The support, however, is not equal, with greater support for the 

absolute split I method than the simple difference method. Simultaneously, the validity of the 

extrapolation inference for the nomination and regression methods was not supported by the 

results. Hence, the validity of both the nomination and regression methods to identify gifted 

underachievement remains questionable. 

6.5 Summary 

 This chapter has collected criterion evidence to assess the validity of the different 

methods that identify gifted underachievement. The evidence demonstrated that criterion 
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validity is only supported for two of the statistical methods used to identify gifted 

underachievement (i.e., the absolute split I and simple difference methods). In the next 

chapter, evidence was collected to assess the validity of the generalisation inference of the 

interpretation/use argument for the project. 
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7 Generalisation Evidence 

7.1 Introduction 

 This chapter provides empirical evidence to answer the second research question that 

guided the project: ‘Is the generalisation inference reasonable for each of the methods to 

identify and measure gifted underachievement?’. The generalisation inference refers to the 

identification or measurement of gifted underachievement for any individual identification/ 

measurement method, irrespective of: (a) the data combinations used to assess expected 

achievement and actual achievement (for the absolute split I, absolute split II, simple 

difference, and regression methods), or (b) the nominator (for the nomination method). 

Therefore, this chapter attempts to ascertain whether the results from the statistical methods 

are generalisable across different data combinations, and whether the results from the 

nomination method are generalisable across different nominators. If there is no significant 

variation, the results are considered to be homogeneous. This chapter outlines the data 

analysis and results gathered for such homogeneity evidence. 

7.2 Homogeneity 

 Homogeneity occurs when a group of studies investigating the same effect are found 

to have consistent effect sizes (the opposite of homogeneity is heterogeneity, which occurs 

when these studies are found to have inconsistent effect sizes). As this investigation gathered 

evidence across 41 different combinations of expected achievement and actual achievement 

measurements, the analyses relating to each data combination may be treated as a separate 

study for the conduct of meta-analyses to determine whether the results of the identification 

or measurement of gifted underachievement for each individual method are homogeneous. 

Unfortunately, the nomination method may not be assessed for generalisation using this 

approach as it was only examined in one study. 
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7.3 Meta-Analysis 

 Meta-analytical methods are typically required to assess the homogeneity of effect 

sizes across a series of studies that investigate the same issue (Borenstein et al., 2009). It is a 

very powerful statistical approach to analyse and combine information from multiple studies, 

and is usually carried out to: (a) determine an overall effect size from a number of studies, (b) 

determine whether the effect is consistent (homogeneous), and if not, (c) determine whether 

there are any patterns in the inconsistency (heterogeneous) of the effect. In this project, the 

overall effect sizes across the 41 different data combinations for each identification/ 

measurement method have already been calculated and reported as weighted average 

statistics (refer Chapter 5). Therefore, this chapter is focused on an examination of the 

homogeneity of the effect sizes across the 41 different data combinations for each individual 

identification/measurement method. When homogeneity was not supported, further follow up 

investigations were undertaken to determine whether the inconsistency may be explained by 

the differences in the data combinations. 

7.4 Test of Homogeneity 

 The general process to carry out a homogeneity test requires multiple steps:  

(a) The effect size is calculated for each study;  

(b) A weighted average of the effect sizes is calculated across all studies (Borenstein et 

al., 2009; Appendix 12);  

(c) A test statistic, Q, is calculated to measure the total amount of variation in the effect 

size across the different studies (Appendix 12); and 

(d) A statistical test is carried out by comparing the measured amount of variance in the 

effect size, Q, to the amount of expected variance (which is based on the number of 

studies examined and a chi-square distribution).  
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 Additionally, two further statistics may be calculated to summarise the results of a 

homogeneity test. The first of these is the standard deviation of effect sizes across the 

investigated studies (i.e., T) which may be used to determine 95% confidence intervals for the 

weighted average effect sizes. The second statistic (i.e., I
2
), calculates the proportion of 

observed variance that is real. Therefore, T is a measure of the amount of heterogeneity, and 

I
2
 is an indication of how much variation in the effect size is due to this heterogeneity. This 

section will report the homogeneity test results and statistics to examine the homogeneity of 

the individual methods that identify or measure gifted underachievement. 

7.4.1 Homogeneity results and discussion 

 A test of homogeneity was carried out for each of the statistical methods that 

identify/measure gifted underachievement across the 41 data combinations that were reported 

in Chapter 5. Specifically, tests were carried out for the following: 

(a) the proportion of cases identified as gifted underachievement (% GUA) for the 

absolute split I, absolute split II, simple difference, and regression methods; and 

(b) the mean measurement of the degree of gifted underachievement (  ) for the simple 

difference and regression methods.   

 

Table 32 summarises the results from these tests, and reports the weighted average effect size 

for each statistic across the 41 data combinations, the 95% confidence interval for each 

weighted average effect size, the standard deviation of the effect sizes (T), the proportion of 

observed variance that is real (I
2
), the homogeneity test statistic (Q), and the probability that 

the test statistic comes from a homogeneous group of effect sizes (p-value).  
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Table 32  

Homogeneity test results 

Statistic Weighted average 

value 

(± 95% CI) 

T
 

I
2 

Q 

p-value for 

homogeneity 

  GUA: ABSI 0.32 ± 0.32 0.17 0.76 165 p < 0.001 

  GUA: ABSII 0.45 ± 0.29 0.15 0.74 139 p < 0.001 

  GUA: SD 0.33 ± 0.33 0.17 0.77 170 p < 0.001 

  GUA: REG 0.13 ± 0.00 0.00 0.00 6 1.00 

  : SD 0.82 ± 1.06 0.54 0.97 1366 p < 0.001 

  : REG 0.00 ± 0.18 0.09 0.48 77 p < 0.001 

Note. GUA = Gifted Underachievement; % GUA = proportion of gifted underachievement identified;    = 

mean measurement 

 

The results from the tests of homogeneity suggest that only one of the studied 

statistics (i.e., the proportion of cases of gifted underachievement identified by the regression 

method) show homogeneous results across the different data combinations. The probability of 

the other statistics being homogeneous was found to be very low (p < 0.001).  The 

homogeneity of the identified proportions of gifted underachievement obtained using the 

regression method is not unexpected due to the nature of the method which uses a line of best 

fit between the expected and actual achievement measures to assess underachievement, and 

therefore adjusts for variations in the expected and actual achievement measures in different 

data combinations (McCall et al., 2000). All the other tested statistics were found to show 

heterogeneity across the different data combinations.  

While most of these statistics were found to have similar levels of heterogeneity (T) 

and percentages of real variation (I
2
), one exception was the mean measurement of gifted 

underachievement from the regression method (  ). In this case, the degree of heterogeneity 

was small (which was measured by the T statistic, in standard deviation units, to be 0.09) and 

the percentage of variance found not to be due to errors of measurement was much lower 

(measured by I
2
 to be 48%) than the other variables tested for homogeneity. The small 
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amount of heterogeneity and low percentage of real variance for this statistic suggests that the 

heterogeneity, while statistically significant, may perhaps not be of practical significance.  

Overall, the results of the homogeneity tests suggested that, with the exception of the 

regression method to identify gifted underachievement, the statistical methods used to 

identify and measure gifted underachievement may not be homogeneous across different 

combinations of expected achievement and actual achievement data. 

7.5 Meta-Regression 

 As the results of the homogeneity tests suggested that homogeneity may not exist for 

almost all of the statistics obtained from the statistical methods used to identify and measure 

gifted underachievement, a meta-regression analysis was carried out to explore possible 

explanations for the heterogeneity. Meta-regression analysis is a procedure that may be used 

to determine the percentage of variance in heterogeneous statistics that is explainable by the 

variance of other variables (Field, 2013; Hair et al., 2010). While meta-regression analysis 

follows the principles of regular regression analysis, it extends regression analysis by 

summarising a pattern across multiple studies. 

To carry out a meta-regression analysis, possible variables that may explain a portion 

of the variance in the heterogeneous statistics need to be selected. In consideration of the fact 

that the regression method was found to identify a homogenous proportion of gifted 

underachievement across different data combinations, it was hypothesised that the properties 

of the line of best fit between the expected and actual achievement measurements (i.e., the 

regression line) may explain some of the heterogeneity in the measurements obtained from 

the other statistical identification/measurement methods. Three variables associated with the 

regression line (i.e., the gradient [m], the intercept [b], and a measure of how well the line fits 

the data, typically provided by the Pearson correlation value [r]) were therefore selected as 
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three possible predictor variables. The values of these three variables for the different data 

combinations were reported in Table 12.  

7.5.1 Meta-regression results and discussion 

 The results from the meta-regression analyses are summarised in Table 33. They 

indicated that the three predictor variables individually explain large amounts of the variance 

of the heterogeneous statistics, with the Pearson correlation coefficient (r) explaining over 

50% of the variance in three (i.e.,   :SD,   GUA:ABSI, and %GUA:SD) out of the five 

heterogeneous statistics. The findings suggested that variables associated with the 

relationship between the expected achievement and actual achievement measurements may 

individually explain substantial portions of the heterogeneity in the measurements obtained 

from the various statistical identification/measurement methods. Nevertheless, it is noted that 

none of the three predictor variables accounted for a substantial portion of the variance of the 

mean measurement of gifted underachievement from the regression method (    REG). 

 

Table 33  

Meta-regression results 

Statistic  Percentage of variance of statistic explained by 

selected predictor variable (R
2
) 

m b R 

  GUA: ABSI  0.16 0.44 0.54 

  GUA: ABSII  0.25 0.00 0.37 

  GUA: SD  0.20 0.38 0.52 

  : SD  0.30 0.55 0.69 

  : REG  0.02 0.07 0.02 

Note. GUA = Gifted Underachievement; % GUA = proportion of gifted underachievement 

identified;    = mean measurement 
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7.6 Multiple Regression 

 In consideration of the fact that variables associated with the relationship between the 

expected achievement and actual achievement measurements may individually have an 

impact on the identification and measurement of gifted underachievement, and the collective 

impact of these variables may be different to the impact of individual variables, additional 

analyses were conducted using multiple regression analyses. Multiple regression analyses 

may be useful as it is able to examine the combined impact of multiple predictor variables 

associated with the relationship between the expected achievement and actual achievement 

measurements, to determine the total amount of variance in the heterogeneous statistics that is 

explainable by the relationship between the expected achievement and actual achievement 

measurements. It is noted that the sole reliance on the individual findings of the meta-

regression analysis may lead to incorrect conclusions, as some of the variance explained by 

each individual predictor variables may be shared. 

 In this investigation, multiple regression models were developed for each of the 

heterogeneous statistics (i.e.,   GUA:ABSI, %GUA:ABSII, %GUA:SD,   :SD, and   :REG) 

using the same three predictor variables (the gradient [m], the intercept [b], and the 

correlation [r] between the expected achievement and actual achievement measurements). 

The SPSS software package (version 22) was used to carry out the multiple regression 

analyses with the standard Enter method (Field, 2013). 

7.6.1 Assumptions of multiple regression analysis 

 Multiple regression analysis makes several assumptions about the data being 

examined that need to be confirmed prior to the analysis (Field, 2013; Hair et al., 2010): 

(a) The dependent variable is measured on a continuous scale;  

(b) Two or more predictor variables exist;  
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(c) The independence of residuals (i.e., size of the error of the model for predicting the 

values of the dependent variable), which may be confirmed with a Durbin–Watson 

statistic that is close to 2; 

(d) A normal distribution of the residuals, which may be visually confirmed using a 

histogram of residuals and a probability-probability plot (P–P plot); 

(e) A linear relationship between the dependent and predictor variables, which may be 

visually confirmed using a scatter plot of each individual predictor variable and 

dependent variable, and a scatter plot of the combined predictor variable and the 

dependent variable; 

(f) Homoscedasticity (i.e., same level of variance along the line of best fit), which may 

be visually confirmed using a scatter plot of each individual predictor variable and 

dependent variable, and a scatter plot of the combined predictor variable and the 

dependent variable (Figure 35 shows the patterns of the scatter plots that indicate 

homoscedasticity and heteroscedasticity);  

 

 

 

Figure 35. Comparison of homoscedasticity and heteroscedasticity (Stamatis, 2002) 
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(g) No perfect multicollinearity (i.e., the predictor variables must not be highly 

correlated), which may be confirmed by correlations of less than 0.9, or average 

variance inflation factor values that are not substantially greater than one; and 

(h) No significant outliers, which may substantially influence the multiple regression 

model developed and bias the results. The presence of problematic data points may 

be detected using a range of statistical measures including the size of standardised 

residuals, Cook’s distance values, leverage values, Mahalanobis distance values, 

covariance ratio values, and the size of change in regression coefficients when a case 

is deleted from the analysis.   

 The multiple tests of the assumptions of multiple regression analysis are presented in 

Appendix 11 and summarised in Table 34. The results show that all of the assumptions were 

consistently met for each statistic under investigation.  

 

Table 34  

Summary of multiple regression analysis assumption test results 

Statistic 

 Assumptions of Multiple Regression Analysis met? 

 

Durbin

–

Watson Normality Linear Homoscedasticity Collinearity 

No. of 

influential 

cases 

removed 

  GUA: ABSI  Yes Yes Yes Yes Yes 2 

  GUA: ABSII  Yes Yes Yes Yes Yes 1 

  GUA: SD  Yes Yes Yes Yes Yes 2 

  : SD  Yes Yes Yes Yes Yes 2 

  : REG  Yes Yes Yes Yes Yes 3 

Note. GUA = Gifted Underachievement; % GUA = proportion of gifted underachievement identified;    = mean 

measurement 
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7.6.2 Multiple regression results and discussion 

 The results of the multiple regression analyses, with the heterogeneous statistics as the 

dependent variable and the variables describing the relationship between the expected and 

actual achievement measurements (i.e., gradient [m], y-intercept [b], and correlation [r]) as 

independent variables, are summarised in Table 35. The results demonstrate that the 

relationship between the expected achievement and actual achievement measurements 

explain a large percentage of the variation in almost all of the heterogeneous statistics. 

Specifically, the multiple regression models were able to explain more than 45% of the 

variation in four out of five heterogeneous statistics (i.e., %GUA:ABSI, %GUA:ABSII, 

%GUA:SD, and   : SD), and an average, 59% of the variance in all heterogeneous statistics 

(70% when the regression method is excluded). Hence, the relationship between the expected 

achievement and actual achievement measurements appears to have a substantial impact on 

the identification and measurement of gifted underachievement under the various 

identification and measurement methods. 

 

 

Table 35  

Multiple regression results 

Statistic Multi-Regression model  

Coefficient of predictor variable 

 

 Model 

Constant 

m b R Model R
2
 

  GUA: ABSI 0.63* –0.18 –0.22* –0.42 0.70 

  GUA: ABSII 0.88*  0.39  0.21* –1.26* 0.46 

  GUA: SD 0.61* –0.39 –0.25* –0.19 0.67 

  : SD 1.71* –1.97* –1.03*  0.24 0.97 

  : REG –0.03 –0.37 –0.03  0.45 0.16 

Note. GUA = Gifted Underachievement; % GUA = proportion of gifted underachievement identified;    = mean 

measurement 

* p < 0.05 
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 Interestingly, of the parameters of the multiple regression models, (i.e., m, b, r, and 

the model constant), the model constant and y intercept (b) were consistently identified to be 

statistically significant contributors of the identification/measurement of gifted 

underachievement across the different identification/measurement methods. Only two other 

parameters (i.e., m for the mean measurement of gifted underachievement from the simple 

difference method, and r for the proportion of identifications from the absolute split II 

method) made statistically significant contributions for individual identification/measurement 

methods. Of note, none of the parameters of the multiple regression model were found to 

make a statistically significant contribution to the measurement of gifted underachievement 

using the regression method. 

7.7 Generalisation Evidence for the Nomination Method: Inter-Rater 

Agreement 

 To assess the generalisation inference of the interpretation/use argument for the 

nomination method, an investigation was made of the level of agreement among different 

nominators. Specifically, assessments were made using Kane’s guidelines on inter-rater 

agreement (Kane, 2013). The use of meta-analytical procedures to assess the generalisation 

inference, as for the other methods of identification and measurement, was inappropriate, as 

the nomination method was only examined in one study. 

The nomination data for this project was provided from teachers (i.e., between one 

and six teachers) who classified each student as exhibiting gifted achievement or gifted 

underachievement. To assess the level of agreement among the different teachers, a variation 

of the Cohen’s kappa agreement statistic for multiple observers, as described by Agresti 

(2013) and Fleiss et al. (2003), was used. Typically, the Cohen’s kappa statistic describes the 

agreement in classifications between two observers. In the situation where three or more 
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observers exist, a measure of the overall agreement in classifications may be calculated as the 

average of the Cohen’s kappa agreement statistics for each possible pairing of observers. This 

overall multi-observer agreement statistic provides a single measurement of agreement, with 

the same scale and interpretation as the kappa (κ) statistic. 

 The overall multi-observer kappa agreement statistic for this project was found to be 

0.31, which is below the adopted threshold for fair agreement (Fleiss et al., 2003; Walts et al., 

2011) and indicative of a poor level of agreement among the nominators. The result was 

suggestive of only weak support for generalisation of the nomination method across different 

nominators. It is nevertheless noted that some portion of the disagreement may reflect 

differences in a student’s level of performance in different subject areas (e.g., a student 

underachieving in English may not necessarily be underachieving in mathematics), rather 

than a lack of consistency in the nominations. 

7.8 Summary 

 This chapter has collected evidence to assess the generalisability of the different 

methods that identify and measure gifted underachievement across the different data 

combinations used to assess expected and actual achievement. The evidence shows that, 

except for the regression identification method, generalisability is not supported. It was 

apparent that the relationship between the expected and actual achievement measurements 

may account for a substantial proportion of the heterogeneity in the different methods used to 

identify and measure gifted underachievement. The next chapter will make an overall 

assessment of the validity of each of the methods used to identify and measure gifted 

underachievement by considering all of the empirical evidence that was collected in this 

investigation. 
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8 Discussion 

8.1 Introduction 

 Kane’s framework suggests that the validity of the interpretation of the results 

obtained from the various methods used to identify/measure gifted underachievement may be 

determined by empirical evidence within the context of the use of these methods. The context 

therefore needs to be outlined, and should inform the validity arguments needed to evaluate 

the validity of each identification/measurement method for each inference in the planned 

interpretation/use argument. If any inferences are not found to be substantive, then the 

planned interpretation/use argument may need to be revised. This chapter presents validity 

arguments that combine the empirical evidence gathered in Chapters 5, 6 and 7, with the 

planned context of the use of these methods, to allow for a final assessment of the validity of 

the various methods used to identify/measure gifted underachievement. 

8.2 Context Revisited 

 There are multiple uses of the various methods that identify/measure gifted 

underachievement: 

(a) The selection of gifted students by educators and counsellors for participation in 

intervention programs which aim to reverse underachievement (Reis & McCoach, 

2000; Rimm, 2003). Nevertheless, as “students underachieve for so many different 

reasons” (Reis & McCoach, 2000, p. 152), an automatic placement of an 

underachieving gifted student into any intervention program may not be appropriate. 

Furthermore, the adequate provision of such interventions may be difficult, due to the 

large numbers of students who may be involved (Hsieh et al., 2007), and the diversity 

of the interventions that are likely to be necessary (Figg et al., 2012).  
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(b) The selection of gifted students for participation in research studies which aim to 

advance understanding of gifted underachievement, and advance understanding of the 

appropriate interventions for gifted underachievement. The findings of such studies 

may allow for the provision of advice to parents, schools, policymakers, and students 

on how to optimally prevent or ameliorate gifted underachievement (Jovanović, 

Teovanović, Mentus, & Petrović, 2010).  

(c) The identification and measurement of underachievement in all students, including 

those in the general student population and students with learning disabilities (Jones, 

2005; Lau & Chan, 2001a; Maki et al., 2015; Zirkel & Thomas, 2010).  

 The contexts of the planned uses of the methods that identify and measure gifted 

underachievement appear to highlight the importance of accurate identification and 

measurement of underachievement, to enable the provision of appropriate educational 

interventions for these students and the subsequent realisation of their potential. 

8.3 Interpretation/Use Argument Revisited 

 To assess the validity of the interpretation of the results obtained from the various 

methods used to identify/measure gifted underachievement, an outline of the logical steps in 

the interpretation/use argument for this project was presented in Chapter 3 (refer Figure 12). 

The proposed interpretation/use argument included the scoring, generalisation, and 

extrapolation inferences separately for both of the instruments used to measure expected 

achievement and actual achievement. Thereafter, it included three additional inferences that 

had yet to be empirically established: 

(a) Extrapolation: The information from the instruments designed to assess expected 

achievement and actual achievement are combined for an assessment of an 

individual’s gifted underachievement; and  



  171 

(b) Generalisation: Any individual method used to identify/measure gifted 

underachievement will identify/measure gifted underachievement independently of 

the data combinations (or nominators) used to assess expected achievement and actual 

achievement; and 

(c) Decision: The placement of an underachieving gifted student into a specific 

intervention program. 

Kane (2013) suggested that convergence and criterion evidence may be collected to 

assess the extrapolation inference, and that a generalisability study may be conducted to 

assess the validity of the generalisation inference. The convergence, criterion, and 

generalisation evidence to support these two inferences were reported and discussed in 

Chapter 5, Chapter 6, and Chapter 7, respectively. A determination was made (refer Chapter 

3) that the decision inference should not be evaluated until after both the extrapolation and 

generalisation inferences were supported, and the accuracy of at least one method of 

identifying/measuring gifted underachievement was established.  

8.4 Validity Arguments 

 This investigation gathered empirical evidence to assess the appropriateness of the 

extrapolation and generalisation inferences from the proposed interpretation/use argument for 

each of the identification/measurement methods. This section will discuss the empirical 

evidence for the validity of each of these inferences for each identification/measurement 

method. 

8.4.1 Extrapolation inference 

8.4.1.1 Absolute split I 

 The extrapolation inference relating to the absolute split I method for the 

identification of gifted underachievement appeared to have the most empirical support of all 
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the methods studied in this investigation. Strongly supportive criterion evidence was 

identified for the method when the results of the absolute split I method were assessed with 

the criterion estimates provided through latent class analysis. A weaker level of support was 

found for the convergence of the results of the absolute split I method with two of the other 

identification methods (i.e., the absolute split II and simple difference methods). Overall, the 

empirical evidence is supportive of the validity of the extrapolation inference for the absolute 

split I method.  

 Despite the empirical support, the absolute split I method has a number of limitations. 

One major limitation is that many gifted students who are underachieving may not be 

identified as such under this method (and therefore remain as invisible gifted 

underachievers), due to the fixed expected achievement thresholds that are used to assess the 

underachievement of gifted students of different ability levels. That is, as the expected 

achievement of both highly and moderately gifted students are considered to be the same 

under the absolute split I method, highly gifted students who demonstrate actual achievement 

at the level of moderately gifted students may not be classified as exhibiting gifted 

underachievement. A possible solution to the problem may be to introduce a variation to the 

absolute split I method that utilises multiple combinations of expected achievement/actual 

achievement thresholds (e.g., 99
th

 percentile expected achievement/below 85
th

 percentile 

actual achievement and 90
th

 percentile expected achievement/below 75
th

 percentile actual 

achievement etc.). Nevertheless, such an approach will require the setting of a number of 

arbitrary thresholds, which may lead to other problems. 

 A second limitation of the absolute split I method is that it only classifies students as 

exhibiting gifted underachievement or gifted achievement. Further information, including 

information on the degree of gifted underachievement, is not provided by the method, 

although such information may be useful in the identification of students who may have the 
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greatest need for such interventions, and the formulation of appropriate educational 

intervention programs for the identified students. 

8.4.1.2 Absolute split II 

 Only a weak level of empirical support was found for the extrapolation inference 

relating to the absolute split II method. While the convergence evidence suggested that the 

results of the absolute split II method converge best with the results of the absolute split I 

method, the level of convergence was not enough to conclude that the two methods may be 

used interchangeably. Furthermore, the level of convergence with the other identification 

methods was typically poor. Similarly, the criterion evidence, obtained by assessing the 

convergence of the criterion estimates from latent class analysis with the results of the 

absolute split II method, was only marginally supportive of the method. 

 The limitations of the absolute split I method also apply to the absolute split II 

method. Nevertheless, an additional limitation is that the absolute split II method uses raw 

achievement scores as its threshold for actual achievement, rather than standardised ranks. 

The use of raw scores may be problematic as it may not take into consideration the difficulty 

of the achievement instrument used, and therefore may not be easily interpreted to indicate a 

student’s level of actual achievement. 

8.4.1.3 Nomination 

 The nomination method appeared to have the least empirical support as a method for 

the identification of gifted underachievement. The convergence evidence indicated that the 

results of the nomination method were some of the most divergent from the results of the 

other identification methods, while the criterion evidence suggested that the nomination 

results had less agreement with the criterion estimates than may be expected with a random 

classification of students (i.e., students not identified by the nomination method were more 
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likely to be exhibiting underachievement). The findings do not support the extrapolation 

inference relating to the nomination method. 

8.4.1.4 Regression 

 As for the nomination method, the regression method for the identification and 

measurement of gifted underachievement appears to have minimal empirical support. The 

low level of convergence of the results of the regression method with the results of all the 

other identification methods was exemplified by: (a) the large differences in the proportions 

of gifted underachievement identified using the method in comparison to the other methods, 

and (b) a level of agreement with the other identification methods that was only slightly 

greater than that may be expected by chance. Similar conclusions about convergence were 

reached when the regression method was examined as a measure of the degree of gifted 

underachievement, and compared to the simple difference measure of gifted 

underachievement. As for the convergence evidence, the criterion evidence indicated that the 

results of the regression method had inadequate levels of agreement and association with the 

criterion estimates obtained using latent class analysis.  

 It is noteworthy that Van den Broeck claims that the regression method “is logically 

inconsistent with the concept of underachievement” (2002a, p.197) and that the “regression 

adjustment… is the direct source of the lack of validity” (2002b, p. 209). Unlike the other 

methods which compare a student’s expected achievement and actual achievement, the 

regression method compares a student’s actual achievement to patterns of achievement from 

the other students in the group. As arguably “almost all students” do not work at the level 

they are capable of (Reis & McCoach, 2000, p. 157), the regression method is likely to 

underestimate how much achievement may be expected from each student, and hence, 

underestimate the level of underachievement. This expectation was consistently supported by 

the results in this investigation which showed that the regression method always identified a 
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substantially lower proportion of cases of gifted underachievement than any of the other 

methods. Essentially, the regression method appears only to identify cases of local 

underachievement (i.e., students who are underachieving in comparison to the sample 

studied).  

 Although both the absolute split I and simple difference methods may, arguably, also 

identify cases of local underachievement (i.e., due to their reliance on the distribution of 

student scores during the standardisation procedure), the same problem of under-

identification does not appear to exist for these methods. This may be so, as unlike for the 

regression method, their reliance on the distribution of student scores for the expected and 

actual achievement measurements are independent (i.e., rather than placing reliance on the 

local relationship between expected and actual achievements, the absolute split I and simple 

difference methods place reliance separately on the local expected achievement and local 

actual achievement). In addition, the problem may be overcome by the use of instruments that 

have been standardised in large populations (i.e., not restricted to a single school), such as the 

NAPLAN, OLSAT, HSC, and SC. 

8.4.1.5 Simple difference 

 The simple difference method for the identification of gifted underachievement 

received varying levels of positive empirical support from the multiple tests that were 

undertaken. Specifically, the criterion evidence was supportive of the accuracy of the results 

obtained from the method when comparisons were made with criterion estimates obtained 

using latent class analysis, while the convergence evidence with the absolute split I and II 

methods (but not with the regression or nomination methods) was at a weaker level. 

Collectively, the empirical evidence appeared to support the validity of the extrapolation 

inference for the simple difference method.  
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 It is noteworthy that when the simple difference method was assessed as a measure of 

the degree of gifted underachievement, and compared to the regression method as a measure 

of the gifted underachievement, the two measurement methods were found to be divergent 

(i.e., the tests of association and agreement between these methods provided inconsistent 

results).  

8.4.2 Generalisation inference 

 Two variations of the generalisation inference were tested in this investigation. The 

generalisation inference for the absolute split I, absolute split II, regression, and the simple 

difference methods related to the identification or measurement of gifted underachievement 

for any individual identification/measurement method, irrespective of the combinations of 

data that were used to assess expected achievement and actual achievement. For the 

nomination method, which does not explicitly utilise data obtained from any instruments, the 

generalisation inference related to the generalisability of the results obtained using the 

nomination method across different nominators. This investigation gathered evidence to 

determine whether the generalisation inference for the different identification/measurement 

methods was supported. 

8.4.2.1 Absolute split I 

 The empirical evidence suggested that the generalisation of the results from the 

absolute split I method for the identification of gifted underachievement was not supported. 

Specifically, the proportion of cases identified as gifted underachievement by the absolute 

split I method varied significantly when different data combinations were used to assess the 

expected achievement and actual achievement of gifted students. Follow-up analyses showed 

that 70% of these variations may be explained by the relationship between the expected 

achievement and actual achievement measurements. Overall, the results indicated that the 

relationship between the expected achievement and actual achievement measurements, in 
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each data combination, may have a substantial impact on the results obtained using the 

absolute split I method to identify gifted underachievement. 

8.4.2.2 Absolute split II 

 As for the absolute split I method, the empirical evidence suggested that the 

generalisation of results from the absolute split II method was not supported. That is, the 

proportion of cases of gifted underachievement identified by the absolute split II method was 

found to vary substantially as different data combinations were used to assess expected 

achievement and actual achievement. The follow-up analyses determined that 46% of the 

variations observed in the proportion of gifted underachievement identified using the absolute 

split II method was explainable by the relationship between the expected achievement and 

actual achievement measurements. Consequently, and as for the absolute split I method, the 

relationship between the expected achievement and actual achievement measurements, in 

each data combination, may have a major impact on the results obtained using the absolute 

split II method to identify gifted underachievement. 

8.4.2.3 Nomination 

 As for the two absolute split methods, the empirical evidence was not supportive of 

the generalisation of the results obtained from the nomination method. Specifically, when the 

level of agreement between nominators in the classification of the same students as exhibiting 

gifted achievement or gifted underachievement was examined, a poor level of agreement was 

established. It therefore appeared that the individual teachers making the nomination may 

differ substantially in the identification of gifted underachievement. The finding was 

supportive of the concerns, expressed by many scholars, that teacher-based nominations may 

be highly subjective (Dunne & Gazeley, 2008; Jones & Myhill, 2004; Lau & Chan, 2001a). 
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8.4.2.4 Regression 

 Unlike the other methods used to identify gifted underachievement, the empirical 

evidence suggested that the generalisation inference relating to the results of the regression 

method (as a method of identification of gifted underachievement) was supported. 

Specifically, the regression method was found to consistently identify the same proportion of 

cases of gifted underachievement (13%) regardless of the data combinations used to assess 

expected achievement and actual achievement. In contrast, support was not found for the 

generalisability of the regression method as a method of measurement of the degree of gifted 

underachievement. Follow up analyses determined that 16% of the variation in the mean 

measurement of the degree of gifted underachievement may be explained by the relationship 

between the expected achievement and actual achievement measurements in each data 

combination. 

8.4.2.5 Simple difference 

 The generalisation inference relating to the simple difference method was not 

supported. That is, the proportion of cases of gifted underachievement identified by the 

simple difference method was found to vary substantially as different data combinations were 

used to assess expected achievement and actual achievement. Follow-up analyses suggested 

that 67% of the variations may be explained by the relationship between the expected 

achievement and actual achievement measurements in each data combination. Similarly, the 

simple difference method, when used as a method to measure the degree of gifted 

underachievement, was found to vary substantially across the different data combinations. 

The relationship between the expected and actual achievement measurements in each data 

combination was able to explain 97% of the variation in the mean measurement of gifted 

underachievement. The results indicate that the relationship between the expected 

achievement and actual achievement measurements, for each data combination, may have a 
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substantial impact on the identification and measurement of gifted underachievement using 

the simple difference method.  

8.5 Revised Interpretation/Use Argument 

 The empirical evidence suggested that while the extrapolation inference may only be 

considered valid for the absolute split I and simple difference methods (as methods for the 

identification of gifted underachievement), the generalisation inference may not be 

reasonable for any of the identification and measurement methods (except for identifications 

from the regression method). Therefore, the original interpretation/use argument was revised 

to demonstrate the possible valid uses of these methods. Specifically, the generalisation 

inference was removed from the previous interpretation/use argument (refer Figure 36).  

An implication of this change is that the choice of instruments used to assess expected 

achievement and actual achievement may be important in the interpretation of the results 

obtained using the identification/measurement methods. Furthermore, as the extrapolation 

inference was not supported for the nomination or regression methods, and only weakly 

supported for the absolute split II method, the revised interpretation/use argument should 

only be considered valid for the absolute split I and the simple difference method as methods 

of identification of gifted underachievement. 
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Figure 36. Revised network of logical steps for the interpretation of ability and achievement scores 
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8.6 An Overall Assessment 

The convergence and criterion evidence gathered in this investigation suggested that 

the commonly used methods to identify (i.e., the absolute split I, absolute split II, nomination, 

regression, and simple difference methods) and measure (i.e., the regression and simple 

difference methods) gifted underachievement may not all be used interchangeably. 

Importantly, these methods appeared to have different levels of validity when used to reach a 

conclusion about gifted underachievement. It is noteworthy that none of these methods (with 

the exception of the regression method as a method of identification of gifted 

underachievement, for which strong empirical validity support was not found) produced 

consistent results across the different data combinations that may be used to assess 

expected/actual achievement, or across different nominators. Indeed the final generalisation 

inference was removed in the revised interpretation/use argument.  

Among the identification/measurement methods, the nomination and regression 

methods appeared to have the least amount of empirical validity support in the assessment of 

gifted underachievement. For example, the nomination method produced the lowest levels of 

association with the other identification methods, while its level of agreement with the other 

methods was consistently less than may be expected by chance. Similarly, the regression 

method regularly identified a much lower proportion of cases of gifted underachievement 

than the other methods, had a low level of agreement with the other methods, and had a poor 

level of accuracy as assessed using latent class criterion modelling. While the absolute split II 

method had a higher level of empirical support in comparison to either of these methods, the 

level of support tended to be only moderate. Furthermore, the absolute split II method may 

have some potentially problematic issues, including a reliance on non-standardised 

achievement scores (which may leave the method vulnerable to variations in the level of 

difficulty of the achievement instruments used), and a reliance on a fixed expected 
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achievement threshold (which may mean that any differences in the level of ability of gifted 

students are ignored, leading to a possible failure to recognise underachievement in gifted 

students at the highest ability levels).   

The two methods with the strongest empirical support were the absolute split I and 

simple difference methods. Both methods demonstrated reasonable levels of convergence 

with the other identification/measurement methods, and had sufficiently high levels of 

agreement with the latent class criterion. Nevertheless, the absolute split I method also 

appears to have a number of weaknesses. First, as for the absolute split II method, the 

reliance of the absolute split I method on a fixed expected achievement threshold may mean 

that all gifted students will be treated as having the same level of ability, possibly leading to a 

systematic non-identification of underachievement among gifted students at the highest 

ability levels. Second, the absolute split I method is unable to produce a measurement of the 

degree of underachievement, which may represent valuable additional information that 

informs decision-making on the most appropriate intervention programs and provisions for 

the identified students. The simple difference method, which is free from both of these 

limitations, therefore appears to be the more valid and versatile method that is recommended 

for use by researchers and educators. 

 The overall final assessment of the validity of the commonly used methods that 

identify and measure gifted underachievement, as guided by the revised interpretation/use 

argument (which has rejected the generalisation inference), the context of their use, and the 

gathered empirical evidence, indicated that the simple difference method is the only 

supported method to identify and measure gifted underachievement. Not only is the method 

accurate in the identification and measurement of gifted underachievement, it is also 

appropriate to the context of the provision of appropriate educational interventions for 

identified students to support the realisation of their potential. 
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8.7 Validity of the Gifted Underachievement Construct 

 As this investigation has empirically demonstrated that all of the commonly used 

methods to identify/measure gifted underachievement may have some limitations, many 

researchers may question whether the concept of gifted underachievement is indeed valid. 

This is particularly the case as some scholars have already remarked on the “inherent” 

problems of the construct (Reis & McCoach, 2000). Nonetheless, the utility and importance 

of gifted underachievement has been consistently defended (Reis & McCoach, 2000; Smith, 

2010; Zielger, Ziegler, & Stoeger, 2012) and recognised as one of the most active areas of 

research in gifted education (Dai et al., 2011). The findings of the study are now discussed 

with respect to the validity of the gifted underachievement construct. 

8.7.1 Confidence in extrapolation 

 The findings of this investigation have demonstrated that the extrapolation from levels 

of expected and actual achievement to a level of underachievement is valid when the simple 

difference method of identification/measurement is used. As a result, researchers and 

practitioners may have some level of have confidence that the identification and measurement 

of underachievement using the simple difference method will produce meaningful results that 

are useful and valid. 

8.7.2 A lack of generalisability 

 In contrast, the lack of empirical support for the validity of the generalisation 

inference implies that different students may be identified as exhibiting gifted 

underachievement when different combinations of instruments designed to assess expected 

and actual achievement are used. One factor that may contribute to the substantial variability 

in the results obtained from different instruments may relate to differences in content, scoring 

guides, presentation, test administration procedures, pedagogy, and areas of curricular 



  184 

emphases by teachers (Reis & McCoach, 2000). The problem, which is referred to as the 

heterogeneity of criterion, has been recognised as resulting in the identification/measurement 

of different “types” of underachievement with limited comparability (Land & Sher, 2015; 

Reis & McCoach, 2000). Indeed, as noted by Coe (2010), when instruments “differ in terms 

of their content or style of assessment... it is less clear whether and how they may 

legitimately be compared” (p. 279). Nonetheless, a solution to this problem is proposed. 

 Multiple researchers have argued that when it is valid to consider a student’s average 

score across a set of different instruments, it will also be valid to compare scores from these 

instruments (Coe, 2008, 2010; Newton, 2005). However, the interpretation of such average 

scores must relate to a shared construct, which may provide a basis for comparison of the 

different instruments. For example, the average of a student’s scores across different school 

subjects may be considered to be a measure of the student’s “general achievement”, and a 

comparison of the student’s scores across different school subjects may be considered to 

represent a comparison of the student’s achievement in different subjects to the student’s 

general achievement. While some may argue that the calculation of an average score using 

scores obtained in different subjects is meaningless (Murphy, 2007), Coe (2008) successfully 

validated the existence of a general achievement construct when he showed that across 34 

different subjects, a single latent trait was able to explain 83% of the observed variation with 

a reliability of .95. Therefore, it is plausible that a refinement to the gifted underachievement 

construct to one that utilises an average across multiple measurements of a student’s expected 

and actual achievement may increase its generalisability.  

8.7.3 Additional considerations 

 In addition to the findings from this study, other theoretical issues may need to be 

considered in any refinement to the gifted underachievement construct, including the removal 

of arbitrary thresholds that are commonly used in the identification/measurement of gifted 
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underachievement, how a suitable combination of instruments that assess expected and actual 

achievement may be chosen, and the implications of any refinements of the construct for 

invisible gifted students. 

8.7.3.1 Removal of arbitrary thresholds 

 One approach to address the arbitrariness of the commonly used thresholds to assess 

gifted underachievement may be to refrain from their use and to focus on making assessments 

of the degree of underachievement of gifted students. The degree of gifted underachievement 

may be easily assessed by calculating the size of the discrepancy between expected and actual 

achievement using the simple difference method. A system similar to Gagné's (1998) metric 

levels of giftedness may be useful to guide the interpretation of these measurements (refer 

Table 36). While the labels and ranges used in such guidelines may also be arbitrary, they 

would no longer form a part of the gifted underachievement construct itself, similar to 

guidelines that are currently employed to support the interpretation of other statistical 

measurements, including Cronbach's alpha (Field, 2013). 

Table 36  

Possible levels of gifted underachievement 

Level Label Prevalence Underachievement Range 

0 Mild underachievement 5:10 Below +1 

1 Moderate underachievement  3:10 +1 to +1.27  

2 High underachievement 1:10 +1.28 to +2.29 

3 Exceptional underachievement 1:100 +2.3 to +2.99 

4 Extreme/Profound underachievement 1:1000 +3 or above 

 

8.7.3.2 Choice of instrument combinations 

 Unfortunately, this investigation did not explicitly examine the question of which 

combinations of instruments to assess expected and actual achievement may be the most 

valid. Nevertheless, the follow-up meta-regression and multiple regression analyses 
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demonstrated that the relationship between the expected and actual achievement 

measurements may be very important. Of note, the multiple regression analyses demonstrated 

that 97% of the variation in the mean measurement of gifted underachievement by the simple 

difference method may be explained by the relationship between the expected and actual 

achievement measurements (and 70% of the variation may be explained by the strength of the 

relationship alone). Therefore, it appears reasonable to require any choice of the combination 

of instruments designed to assess expected and actual achievement to produce measurements 

that are at least moderately related to one another. 

 Additionally, Harder et al. (2014) have suggested that the use of assessments of 

specific abilities to be “much more valid” (p. 98) than assessments of general intelligence in 

the prediction of specific achievements. Therefore, when an assessment is being made of 

underachievement in a specific field (e.g., mathematics), it may be reasonable to encourage 

the use of measurements of expected achievement relating to the corresponding domains of 

ability (e.g., as outlined in the Cattell–Horn–Carroll model of intelligence, Figure 1). 

Similarly, measurements of general intelligence may be more appropriate to assess expected 

achievement when measurements of general achievement (e.g., the previously described 

average of school assessments across multiple subjects) are used to assess actual 

achievement. 

8.7.3.3 Invisible gifted students 

 One limitation of the underachievement construct may relate to its lack of 

acknowledgement of invisible gifted students, who underachieve on both instruments 

designed to assess expected and actual achievement, and tend to be from highly 

disadvantaged backgrounds (Merrotsy, 2013, 2016). As these students are likely to 

underachieve on the measures of expected achievement, they may not be identified using any 

of the traditional identification/measurement methods. Nevertheless, scholars have suggested 
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that these students may benefit from targeted educational interventions prior to the 

administration of any identification/measurement instruments that should then be used as 

measures of expected achievement (Chaffey, Bailey & Vine, 2003; 2015; Chaffey, 

McCluskey, Halliwell, 2005; Merrotsy, 2013; 2016).   

8.8 Summary 

 This chapter synthesised the collected empirical evidence within the context of the 

planned uses of the identification/measurement methods to reach a conclusion that the simple 

difference method may be the most valid and versatile method for use by researchers and 

practitioners. The next chapter will provide a final summary for this investigation, discuss its 

implications, and suggest areas for further research.  
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9 Conclusions 

9.1 Research Purpose Revisited 

 The purpose of this research was to investigate the validity of the different methods 

that identify and measure gifted underachievement. Following recommendations from Kane’s 

framework of validation, three types of empirical evidence (i.e., convergence, criterion, and 

generalisation evidence) were collected to assist in the assessment of validity. 

 The purpose of this chapter is to present the conclusions of the research by 

synthesising the key findings. First, this chapter will summarise the major findings from the 

investigation and answer the research questions. Second, the implications and 

recommendations are discussed, including a proposed refinement to the operational definition 

of gifted underachievement. Third, the limitations of the research and possible areas for 

future investigation will be outlined.  

9.2 Summary of Major Findings  

 A number of major findings were made in this research. The first of these is that the 

different methods used for the identification and measurement of gifted underachievement 

may not be equivalent, do not identify the same groups of students, and therefore should not 

be used interchangeably. Second, one method, the simple difference method, was 

demonstrated to have the most validity and versatility for the identification and measurement 

of gifted underachievement. Third, the methods for the identification and measurement of 

gifted underachievement do not generally appear to be generalisable across different 

combinations of expected and actual achievement measures (or across different nominators).   

 The convergence of the methods for the identification and measurement of gifted 

underachievement was assessed using five different statistical measures and tests, across 41 

different combinations of expected and actual achievement data. The results strongly 
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suggested that all of these methods were not adequately convergent for them be used 

interchangeably. The regression and nomination methods were noted as particularly divergent 

from the other methods. 

 As the various methods for the identification and measurement of gifted 

underachievement were not found to be equivalent, a criterion was required to determine the 

relative degree of validity of the methods. An appropriate criterion was constructed using 

latent class analysis. Using this criterion, only two methods, the absolute split I and the 

simple difference methods, were found to have sufficient evidence to support the validity of 

their use in the identification of gifted underachievement. It is noteworthy that the criterion 

evidence allowed for a ranking of the different methods by their degree of agreement with the 

criterion variable. The resulting order of validity, from highest to lowest, was: the absolute 

split I method, the simple difference method, the absolute split II method, the regression 

method, and the nomination method.  

 Thereafter, a generalisability study was conducted to examine whether each of the 

identification/measurement methods produced homogeneous results across 41 different data 

combinations of expected and actual achievement. The results of this study, which did not 

support generalisability (the only exception was the proportion of gifted underachievement 

identified by the regression method, which was consistently found to identify 13% of cases), 

suggested that the data combinations strongly affected the results obtained for each of the 

identification/measurement methods. Furthermore, it was established that the relationship 

between the expected and actual achievement measurements had a large impact on the 

results. The separate generalisability study to examine whether the results from the 

nomination method were generalisable across different nominators similarly suggested that 

generalisability was not supported.  
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 A final assessment of validity of the identification/measurement methods was 

undertaken through an examination of the empirical evidence within the context of the 

planned uses of the methods. The empirical evidence clearly did not support the validity of 

the regression and nomination methods and only weakly supported the absolute split II 

method. Of the two remaining methods with the strongest empirical support, the absolute 

split I method had a number of limitations in the context of the planned uses of the method. 

Therefore, a conclusion was reached that the simple difference method may be the best 

method for the identification and measurement of gifted underachievement.  

9.3 Answer to Research Questions  

The findings of the study were evaluated to answer the research questions. 

1. Is the extrapolation inference reasonable for each of the methods used to identify and 

measure gifted underachievement? 

The extrapolation inference appeared to be reasonable only for the simple difference 

method. 

2. Is the generalisation inference reasonable for each of the methods used to identify 

and measure gifted underachievement? 

The generalisation inference appeared to be reasonable only for one method (i.e., the 

regression method as a method of identification of gifted underachievement) for 

which the extrapolation inference did not appear to be reasonable. 

9.4 Refinements to the Gifted Underachievement Construct 

 Throughout this investigation, many arguments have been made from theoretical, 

methodological, and empirical perspectives to refine the construct of gifted 

underachievement. The following is an outline of these refinements to the original 

conceptualisation from Reis and McCoach (2000). 
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Refinement supported by the new empirical findings from this study: 

(a) Only the simple difference method is valid for comparing expected and actual 

achievement scores (refer section 8.6); 

(b) The nomination and regression methods are substantially different from the other 

methods used to identify/measure gifted underachievement, to suggest that these 

methods may identify/measure a related but different construct (refer section 6.4); 

(c) The commonly used methods to identify/measure gifted underachievement are not 

interchangeable (refer section 5.7); 

(d) The choice of the combination of instruments used to assess expected and actual 

achievement is pivotal to the identification/measurement of gifted underachievement  

(refer section 7.4.1); and 

(e) The combination of instruments designed to assess expected and actual achievement 

should produce scores that are at least moderately related to one another (refer section 

8.7.3.2); 

Refinements supported by the theoretical or methodological arguments in this study: 

(f) The two absolute split methods have significant areas of bias, and therefore, limited 

validity (refer sections 8.4.1.1 & 8.4.1.2); 

(g) The use of measurements of the degree of underachievement is preferable to the use 

of arbitrary thresholds to determine the existence of underachievement (refer section 

8.7.3.1); 

(h) The use of measures of intelligence are preferred to other measures to assess expected 

achievement, although the use of measures of past achievement is feasible (refer 

section 2.6.1); and 

(i) The term ‘underachiever’ is undesirable (refer section 2.5.3). 
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Refinements based on the empirical findings and theoretical arguments from others: 

(j) The matching of scores on specific sub-components of intelligence (i.e., expected 

achievement) to scores on specific sub-components of achievement (i.e., actual 

achievement) is more valid than the matching of scores on general intelligence to 

scores on specific sub-components of achievement (Harder et al., 2014); 

(k) The use of average achievement across school subjects to measure general 

achievement is a more generalisable conception of the construct of underachievement 

than the use of specific achievement scores in individual school subjects (Cole, 2008, 

2010); 

(l) The selection of instruments for both expected and actual achievement should have a 

high degree of accuracy (Ziegler & Ziegler, 2012); and 

(m) The assessment of underachievement may have additional utility in the assessment of 

the educational environment (e.g., ‘underachieving schools’, or ‘underachieving 

teachers’ may be identified when large groups of students in a particular environment 

exhibit underachievement; Funk-Werblo, 2003). 

9.5 Recommendations for Researchers 

 This investigation has identified a number of implications and recommendations that 

researchers may consider to increase the validity of their research. First, and most 

importantly, this investigation demonstrated that the commonly used methods of 

identification and measurement of gifted underachievement may not all be equivalent and, 

therefore, should not be used interchangeably. Attempts by Reis and McCoach (2000) appear 

to have largely increased the uniformity in operational definitions of gifted underachievement 

(refer Appendix 1), although different methods continue to be used in the identification and 

measurement of gifted underachievement. It is expected that this investigation provides 
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sufficient evidence to convince researchers of: (a) the problems associated with the 

inconsistent selection of methods to identify and measure gifted underachievement, and (b) 

the inappropriateness of making comparisons or combining the results obtained from these 

different methods. 

 For over sixty years, researchers have used various methods for the identification and 

measurement of gifted underachievement, with minimal, if any, justification of the selected 

methods (Dowdall & Colangelo, 1982; Gowan, 1955; Ryan & Coneybeare, 2013). Over this 

time, no attempt has been found to establish the validity of any of these methods. This 

investigation has determined that the simple difference method is the most valid and useful 

method for the identification and measurement of gifted underachievement. Therefore, 

researchers are advised to adopt the simple difference method over the other commonly used 

current identification/measurement methods. If this recommendation is widely adopted, it 

will help resolve one of the longest standing issues in the field of gifted education by 

improving the comparability and validity of studies on gifted underachievement. 

 The findings of this investigation further demonstrated that the combination of 

expected and actual achievement measurements used for the identification and measurement 

of gifted underachievement may have a substantial impact on the validity of the results. 

Researchers are therefore  encouraged to ensure that the instruments used to produce 

measures of expected achievement and actual achievement each have high levels of accuracy, 

and that the measure of expected achievement relates to a specific domain that is expected to 

contribute to the measure of actual achievement in a compatible domain. Alternatively, 

researchers should adopt measures relating to non-specific general domains for both expected 

and actual achievement (e.g., general intelligence and general achievement). The finding 

highlights the fundamental importance of the validity of the measurements of expected and 

actual achievement in the identification and measurement of gifted underachievement.    
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9.6 Recommendations for Practice 

 In terms of practice, this investigation has identified a number of implications and 

recommendations that schools and education policies should consider to increase the 

educational and welfare outcomes for gifted students, and possibly for all students. First, 

from the literature reviewed, it is clear that “to be gifted is to be vulnerable” (Silverman, 

1997, p. 37). The weighted average proportion of cases of gifted underachievement identified 

by the simple difference method across all 41 data combinations in this investigation 

suggested that, on average, one-third of gifted students may be underachieving (refer Table 

14). In consideration of the large numbers of affected students, educators, schools, and 

policymakers are encouraged to take active steps to address the specific needs of gifted 

students. Indeed, multiple studies have repeatedly demonstrated the benefits of investing in 

specialist programs for gifted students (e.g., Colangelo, Assouline, & Gross, 2004; Dare & 

Nowicki, 2015; Feldhusen & Moon, 1992; Gross, 1995, 2006; Hertzog & Chung, 2015; 

Kulik & Kulik, 1992; Noble et al., 2007; Olszewski-Kubilius, 1995; Park, Lubinski, & 

Benbow, 2013; Plucker & Callahan, 2014; Vogl & Preckel, 2014).  

  Relatedly, the findings of the study provide clear guidelines on how specifically 

underachievement should be identified in gifted students by educators and other practitioners. 

This investigation, amongst others, has demonstrated that relying on teachers to nominate 

gifted students who exhibit underachievement may not be a particularly valid or tenable 

approach. Instead, a systematic approach to identification and measurement, that makes use 

of the simple difference method and involves the screening of all gifted students during their 

schooling, may be necessary. Specifically, in recognition of the increasing use of 

sophisticated software packages (e.g., Edumate) to manage large electronic databases in 

modern schools, it may be useful to apply the simple difference method to student 

achievement and related data (e.g., HSC, NAPLAN, school assessment, intelligence test 
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results) to identify and measure gifted underachievement. The resulting information may be 

useful as triggers for investigation, and the provision of appropriate educational and related 

interventions (e.g., more challenging programs, enrichment, extension, mentors, and 

counselling) for the affected students. Further, it is suggested that the intervention programs 

or provisions provided are appropriately match the measured degree of underachievement of 

the affected students (perhaps following a similar approach to the response to intervention 

model, where a higher degree of underachievement links a student to a more significant 

interventions). 

 One of the major findings of this investigation is that the validity of the identification/ 

measurement of gifted underachievement may depend on the specific combination of 

expected and actual achievement data utilised. It is suggested that schools ideally utilise 

relevant sub-components of an intelligence or cognitive ability test as measures of expected 

achievement in combination with a compatible measure of actual achievement. For example, 

a school could use the non-verbal component of the OLSAT to assess expected achievement 

and the results of a student’s achievement test in mathematics to assess actual achievement. 

Alternatively, if underachievement is being assessed across subject areas, it may be 

appropriate to use assessments of general intelligence to assess expected achievement and 

averages of student achievement across subject areas to assess actual achievement. Schools 

should also preferentially select instruments that have a higher degree of accuracy, for 

example, aggregated school marks (e.g., a weighted mark that combines multiple tasks) or 

externally administered and standardised tests. It may not be too difficult for arrangements to 

be made so that the existing data management software packages are programmed to 

automatically perform the necessary calculations to produce an easy-to-interpret report on the 

underachievement of students enrolled in each school. 
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 It is noted that while this study was specifically designed to investigate the 

identification and measurement of gifted underachievement, the findings may also have 

application to the general student population. Indeed, a significant discrepancy between 

expected and actual achievement is likely to be a major problem that affects all students. 

Schools with data management software programs may have minimal difficulty in making 

arrangements for periodic assessments of underachievement across all of its students using 

the simple difference method, with the available data on expected and actual achievement.  

Nevertheless, further research may be needed to determine whether any modifications to the 

identification process may be necessary for students who are not gifted.     

 A final recommendation for practice is for the underachievement statistics derived 

from the simple difference method to be used by external authorities to assess the educational 

“health” of schools and the effectiveness of teachers at schools. The currently utilised public 

statistics to evaluate schools (e.g., HSC results and NAPLAN results) may be easily impacted 

by socioeconomic factors and by (written and unwritten) school enrolment policies. For 

example, an academically selective high school may consistently obtain the highest HSC 

scores, as it only enrols the most highly achieving students, although these students may be 

exhibiting significant levels of underachievement. In comparison, statistics that describe the 

degree of underachievement among students in a school (e.g., the percentage of students who 

exhibit underachievement, how the percentage changes over time, the average degree of 

underachievement, and the breakdown of underachievement among various sub-groups 

including gender, age, ethnicity etc.) may provide more appropriate information about the 

quality of education that is being provided. Such statistics could be reported by schools in 

their public annual reports and in publically funded websites such as My School.  
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9.7 Limitations of the Research 

 The limitations in the research should be taken into consideration when the findings 

are interpreted. The main limitation of this investigation is that the empirical evidence to 

assess the validity of the commonly used methods to identify and measure gifted 

underachievement was obtained using data from high school students attending a single 

school. Additionally, the data used was archival, and the archives did not contain uniform 

records of the same sets of instruments for all students across all calendar years and grades. 

Consequently, additional testing with new samples from other schools, across a range of 

school sectors, geographical locations including rural areas, and school levels (e.g., primary 

school students), may be desirable. Moreover, the results of the study should not necessarily 

be generalised beyond the population used for this investigation. 

9.8 Areas for Further Investigation 

Last, the findings of this study point to a multitude of areas for further investigation:  

(a) This investigation determined that the combination of expected and actual 

achievement measurements may have an impact on the validity and generalisability of 

the different methods that identify and measure gifted underachievement. Therefore, 

further investigations into the ideal combination of expected and actual achievement 

measures may be beneficial. It may be the case that no one single solution exists, and 

that multiple data combinations will need to be used simultaneously. If so, further 

research may be necessary to establish the optimal manner in which such multiple 

data combinations should be used.   

(b) Only teacher nominations were investigated in this study. Therefore, a more thorough 

examination of the nomination method, using data from a number of different types of 

nominators (e.g., parents, peers, self, counsellors, tutor, pastoral carers, mentors etc.), 
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and a greater number of nominations, may be useful to provide a clearer 

understanding of the validity of the nomination method. It is possible that the validity 

of the nomination method may be improved through the use of alternative nomination 

instruments, or through the specific training that may be given to nominators to 

prevent subjectivity in judgements. 

(c) One area that was not investigated in this study was the discrimination of 

underachievement from normal fluctuations in achievement. While the commonly 

adopted threshold of one standard deviation between expected and actual achievement 

levels to deem underachievement does appear to be widely accepted, there is no 

strong argument for the optimality of this somewhat arbitrary value. Further research 

may therefore be needed to identify a more appropriate threshold, if one exists. In 

practice, as schools may not have the resources to assist all individual cases of gifted 

underachievement as defined using the current threshold (particularly as this 

investigation demonstrated that approximately one third of such students may be 

exhibiting underachievement), pragmatics may demand that a larger threshold be 

reached before any interventions are provided. To address this problem, it may be 

useful for schools to use measurements of the degree of underachievement, rather 

than making dichotomous classifications of gifted students as exhibiting or not 

exhibiting underachievement. One approach may be to use a system similar to 

Gagné’s metric levels of giftedness, where levels of gifted underachievement rather 

than levels of giftedness are outlined. A possible example is shown in Table 36. 

Research may be necessary to determine how such a system could be established and 

how it may be used to optimally provide educational interventions for affected 

students. 
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(d) The findings of this study may be used in the identification and measurement of 

underachievement in all students. Nevertheless, as data were collected from gifted 

high school students in this investigation, a replication study may be necessary with a 

representative sample from the general student population. 

(e) A new method for the identification of gifted underachievement was developed at the 

concluding stages of this investigation, and as a result, was not included. The 

inclusion of this method in a future validation study is recommended (Veas, Gilar, 

Miñano, & Castejón, 2016). 

(f) Finally, much is already known about what may be done to prevent gifted 

underachievement. Nevertheless, there continues to be an urgent need for schools, 

teachers, parents, and educational authorities to change practices and policies to better 

meet the specific educational needs of gifted students. Hence, the final emphasis of 

this investigation is to restate and expand upon a conclusion of Reis and McCoach 

(2000, p. 167) in their review of gifted underachievement (“researchers must move 

beyond describing this educational dilemma and instead strive to find solutions”) and, 

further, convince policy makers, schools, teachers, and parents to adopt and use them. 

It is expected that this investigation has helped to provide the necessary tools for 

researchers to do so. 

9.9 Summary 

 This chapter has summarised the main findings of the investigation, acknowledged its 

limitations, discussed important implications for research and practice, and suggested 

possible areas where further investigation may be helpful. It is hoped that the present research 

will be useful to both researchers and practitioners as they seek to understand and serve 

students, including those whose struggles so often go unnoticed.  
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Appendix 1 Summary of Articles that Identify Underachievement 

Publication Method used to identify 

underachievement 

Threshold/criteria for 

identification 

Expected Achievement 

instrument 

Actual 

Achievement 

Instrument 

% GUA 

identified 

Abelman, 2007 
Mixed: Nomination + 

miscellaneous 
profile WISC SAT 26 

Albaili, 2003 Absolute split I below average Test of Nonverbal Intelligence school grades 32 

Baker, Bridger, & 

Evans, 1998 
Absolute split (alt) 

Academic failure/removal 

from gifted programs 
Standardised ability tests School grades n/a 

Baslanti & McCoach, 

2006 
Absolute split II GPA below 2.0 

Student Selection and 

Placement Examination 
university grades 17 

Baslanti, 2008 Absolute split II GPA below 2.0 
Student Selection and 

Placement Examination 
university grades 17 

Bergner & Neubauer, 

2011 
Simple Difference 1.1 standard deviations IQ school grades 45 

Berkowitz & Cicchelli, 

2004 
Absolute split II Grades below 85% English Language Arts test report grades 26 

Cavilla, 2015 Nomination profile   n/a 

Colangelo, Kerr, 

Christensen & Maxey, 

1993 

Absolute split II GPA below 2.25 
American College Testing 

Program 
GPA 0 

Diaz, 1998 Nomination 
fit qualitative profile; low 

grades 

previous enrolment in gifted 

program, or any previous 

evidence of superior 

achievement 

school grades n/a 
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Emerick, 2004 Absolute split I 
below average actual 

achievement 

high performance on any 

indicator 
school grades n/a 

Figg, Rogers, 

McCormicj, & Low, 

2012 

Absolute split I below 85th percentile (rank) OLAST 

General 

Achievement Test 

(standardised 

achievement test); 

academic ranking 

in the grade 

23 

Flint, 2002, 2009 Nomination self-identified   n/a 

Grantham & Ford, 

1998 
Absolute split I & II GPA at average to low grades Iowa Test of Basic Skills GPA n/a 

Grobman, 2006 Nomination referrals to private psychiatrist   n/a 

Guldemond, Bosker, 

Kuyper & van der 

Werf, 2007 

Absolute split I below average Groningen Intelligence test school grades 15 

Hanses & Rost, 1998 Absolute split I achievement < average IQ school grades n/a 

Hébert & Olenchak, 

2000 
Absolute split II Grades of C or lower 

enrolled in gifted programs 

previously 
school grades n/a 

Hébert, 2001 

Combination of nomination, 

absolute split II, other 

factors 

GPA below 2.0, drop out, 

subject choice 

past school acheivement 

(non-standardised) or 

intelligence tests 

 n/a 

Jovanović, 

Teovanović, Mentus, 

& Petrović, 2010 

Absolute split I bottom 10% of gifted students ability tests school grades 24 

Ki-Soon & Marvin, 

2000 
Nomination profile   50 

Lau & Chan, 2001a 

Absolute split I, simple 

difference, regression, 

nomination 

below average; one standard 

deviation; one standard error 
Ravens school grades 

6; 21; 22; 

12 
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Lau & Chan, 2001b Simple difference One standard deviation Ravens, verbal ability school grades 21 

Lee-Corbin & Evans, 

1996 
Nomination Teacher ratings Ravens  48 

Lupart & Pyryt, 1996 Regression one standard error IQ GPA n/a 

Matthews & McBee, 

2007 
Absolute split II GPA below 3.49 

SAT or ACT (standardised 

school achievement) 
GPA 9 

McCoach & Siegle, 

2003a 
Absolute split I & II GPA below 2.5, or bottom half IQ GPA 32 

McCoach & Siegle, 

2003b 
Absolute splitI & II GPA below 2.5, or bottom half IQ GPA 32 

Muir-Broaddus, 1995 
Combination of absolute 

split II and nomination 
GPA below 3.0 IQ GPA n/a 

Neumeister & 

Hébert, 2003 
Nomination fit qualitative profile n/a n/a n/a 

Obergriesser & 

Stoeger, 2015 
Simple Difference one standard deviation IQ GPA 28 

Perleth & Heller, 

1994 
Simple Difference 1.4 standard deviations IQ school grades  

Peters & van Boxtel, 

1999 
Regression 1.96 standard errors Ravens school grades 6 

Peterson & 

Colangelo, 1996 
absolute split II GPA below 3.35 WISC, OLSAT or SAT GPA 32 

Peterson, 2000 absolute split II GPA below 3.35 WISC, OLSAT or SAT GPA  

Peterson, 2001 Nomination self-identified    

Rafidi, 2008 Nomination profile   n/a 

Rayneri, Gerber & 

Wiley, 2003 
Absolute split II GPA below 85% enrolled in gifted programs GPA 20 

Rayneri, Gerber & 

Wiley, 2006 
Absolute split II GPA below 80% enrolled in gifted programs GPA 20 



  264  

Redding, 1990 Regression One standard error WISC GPA n/a 

Reis, Colbert & 

Hébert, 2005 
Absolute split II 

GPA below 2.20; educational 

pathway 

high performance on any 

indicator 
GPA 49 

Schultz, 2002 
Absolute split II + 

nomination 
GPA below 2.75 IQ GPA n/a 

Sikora & Saha, 2011 Absolute split (alt) 
fail to achieve educational 

plans 
academic achievement 

educational 

pattern 
15 

Staudt & Neubauer, 

2006 
Absolute split I below median score IQ school grades 47 

Stoeger & Ziegler, 

2005 
Simple Difference one standard deviation Ravens school grades n/a 

Stoeger, Suggate, & 

Ziegler, 2013 
Simple Difference one standard deviation Culture Fair Intelligence Test school grades 49 

Thompson & 

McDonald, 2007 
Nomination profile   32 

Timmermans, van 

Lier, & Koot, 2009 
Absolute split (alt) educational pathway    

Van Boxtel & Mönks, 

1992 
Regression 

statistically significant 

difference (5% level) 
Intelligence Structure Test GPA 28 

Vlahovic-Stetic, 

Vlasta & Arambasic, 

1999 

Absolute split I 
below average actual 

achievement 

Ravens, PRONAD, PROFNAD, 

B-Serija 
mathematics test 50 

Wood, 2003 Nomination profile    

Ziegler & Stoeger, 

2010 

Combination of absolute 

split II and nomination 
GPA below 3.0 IQ GPA n/a 
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Appendix 2 Human Research Ethics Approval HC 13060 

HUMAN RESEARCH ETHICS 

COMMITTEE (HREC) 

24-Apr-2013

Dr Jae Jung 

Sydney NSW 2052 

Dear Dr Jung, 

HREC Ref: # HC13060 

Predicting the Underachievement of Gifted Students 

The Human Research Ethics Committee considered the above protocol at its meeting held on 

23-Apr-2013 and is pleased to advise it is satisfied that this protocol meets the requirements

as set out in the National Statement on Ethical Conduct in Human Research*. Having taken

into account the advice of the Committee, the Deputy Vice-Chancellor (Research) has

approved the project to proceed.

Would you please note:- 

 approval is valid from 23-Apr-2013 to 22-Apr-2018;

 you will be required to provide annual reports on the studys progress to the HREC, as

recommended by the National Statement;

 you are required to immediately report to the Ethics Secretariat anything which might

warrant review of ethical approval of the protocol (National Statement 3.3.22, 5.5.7:

http://www.nhmrc.gov.au/_files_nhmrc/publications/attachments/e72.pdf) including:

o serious or unexpected outcomes experienced by research participants (using

the Serious Adverse Event proforma on the University website at

http://research.unsw.edu.au/human-ethics-forms-and-proformas ;

o proposed changes in the protocol; and

http://www.nhmrc.gov.au/_files_nhmrc/publications/attachments/e72.pdf
http://research.unsw.edu.au/human-ethics-forms-and-proformas
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o unforeseen events or new information (eg. from other studies) that might 

affect continued ethical acceptability of the project or may indicate the need 

for amendments to the protocol; 

 any modifications to the project must have prior written approval and be ratified by 

any other relevant Human Research Ethics Committee, as appropriate; 

 if there are implantable devices, the researcher must establish a system for tracking 

the participants with implantable devices for the lifetime of the device (with consent) 

and report any device incidents to the TGA; 

 if the research project is discontinued before the expected date of completion, the 

researcher is required to inform the HREC and other relevant institutions (and where 

possible, research participants), giving reasons. For multi-site research, or where there 

has been multiple ethical review, the researcher must advise how this will be 

communicated before the research begins (National Statement 3.3.22, 5.5.7: 

http://www.nhmrc.gov.au/_files_nhmrc/publications/attachments/e72.pdf); 

 consent forms are to be retained within the archives of the EDUC - School of 

Education and made available to the Committee upon request. 

 

Sincerely, 

 

Michael Grimm 

Presiding Member 

Human Research Ethics Committee 

 

* http://www.nhmrc.gov.au 

 

  

http://www.nhmrc.gov.au/_files_nhmrc/publications/attachments/e72.pdf
http://www.nhmrc.gov.au/
http://www.nhmrc.gov.au/_files_nhmrc/publications/attachments/e72.pdf
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Appendix 3 Principal’s Letter Granting Approval For Research 
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Appendix 4 Human Research Ethics Approval HC 15176 
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Appendix 5 Principal’s Letter Granting Approval for Nomination Survey 

 

 

 

 

 

16
th

 March 2015 

To whom it may concern 

Rahmi Jackson is currently employed as a full-time high school teacher. We have given 

Rahmi permission to present to staff on his research topic and to invite staff to voluntarily 

participate in his research by completing an electronic survey. 

 

Yours sincerely 

 

Principal 

 

School Logo & contact details redacted 

 

z8503529
Text Box
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Appendix 6 Participant Information Statement 
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Appendix 7 Teacher Nomination Survey 
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Appendix 8 Email Invitation 

Dear staff member 

“Research project: The underachievement of gifted students” 

My name is Jae Yup Jared Jung, and I am a senior lecturer in the School of Education at The 

University of New South Wales. I am writing to invite you to participate in research on the 

identification of gifted underachievers, which will require you to complete an online 

nomination form for each underachieving gifted student that you teach at[redacted].  

On each nomination form, you will be asked to provide details of the class and identification 

number of each nominated student. This information will enable the linking of each 

nomination form to the nominated student’s school/class assessment results. 

The following is a link to an information statement about the research (the first two pages) 

and to an online nomination form (the third page; please use as many online nomination 

forms as necessary): 

https://www.dropbox.com/s/1cd8vdon2r2yrmr/Participant%20Information%20Statement.doc 
x?dl=0 

(please copy and paste the URL into your internet browser). Please do not forward this 

invitation to anyone else, as only the recipients of this email are eligible for 

participation. Please complete all nomination forms by 30 July 2015.  

If you have any questions, please do not hesitate to contact me (email: 

jae.jung@unsw.edu.au; phone: 9385 8629; mobile phone:             ). This research has 

received ethics approval (approval no. HC15176) from HREA Panel B at The University of 

New South Wales.  

Best regards, 

Jae Yup Jared Jung, PhD 

mailto:jae.jung@unsw.edu.au
https://www.dropbox.com/s/1cd8vdon2r2yrmr/Participant%20Information%20Statement.docx?dl=0
https://www.dropbox.com/s/1cd8vdon2r2yrmr/Participant%20Information%20Statement.docx?dl=0
https://www.dropbox.com/s/1cd8vdon2r2yrmr/Participant%20Information%20Statement.docx?dl=0
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Appendix 9 Contingency Tables 

OLSAT - NAPLAN 

Table 37  

Contingency table for OLSAT verbal and NAPLAN Literacy data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 44 0 44   

GA 21 263 284   

Total  65 263 328 206 0.79 

Absolute 

Split method 

GUA 51 31 82   

GA 14 232 246   

Total  65 263 328 124 0.61 

  Regression method    

Absolute 

Split method 

GUA 42 40 82   

GA 2 244 246   

Total  44 284 328 135 0.64 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 

 

Table 38  

Contingency table for OLSAT Non-verbal and NAPLAN Numeracy data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 62 1 63   

GA 30 403 433   

Total  92 404 496 305 0.78 

Absolute 

Split method 

GUA 49 21 70   

GA 43 383 426   

Total  92 404 496 143 0.54 

  Regression method    

Absolute 

Split method 

GUA 49 21 70   

GA 14 412 426   

Total  63 433 496 241 0.70 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 39  

Contingency table for OLSAT School Ability Index and NAPLAN Literacy data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 63 0 63   

GA 46 281 327   

Total  109 281 390 194 0.70 

Absolute 

Split method 

GUA 80 27 107   

GA 29 254 283   

Total  109 281 390 161 0.64 

  Regression method    

Absolute 

Split method 

GUA 62 45 107   

GA 1 282 283   

Total  63 327 390 190 0.70 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 

 

Table 40  

Contingency table for OLSAT School Ability Index and NAPLAN Numeracy data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 43 7 50   

GA 0 337 337   

Total  43 344 387 326 0.92 

Absolute 

Split method 

GUA 27 9 36   

GA 16 335 351   

Total  43 344 387 164 0.65 

  Regression method    

Absolute 

Split method 

GUA 32 4 36   

GA 18 333 351   

Total  50 337 387 204 0.73 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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OLSAT and SC 

Table 41  

Contingency table for OLSAT Verbal and School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 1 1 2   

GA 2 19 21   

Total  3 20 23 2.64 0.34 

Absolute Split 

method 1 

GUA 1 1 2   

GA 2 19 21   

Total  3 20 23 2.64 0.34 

Absolute Split 

method 2 

GUA 1 0 1   

GA 2 20 22   

Total  3 20 23 7 0.55 

  Regression method    

Absolute Split 

method 1 

GUA 2 0 2   

GA 0 21 21   

Total  2 21 23 23 1.00 

Absolute Split 

method 2 

GUA 1 0 1   

GA 1 21 22   

Total  2 21 23 11 0.69 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 1 0 1   

GA 1 21 22   

Total  2 21 23 11 0.69 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 42  

Contingency table for OLSAT Non-verbal and School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 1 5   

GA 4 37 41   

Total  8 38 46 15.3 0.58 

Absolute Split 

method 1 

GUA 4 3 7   

GA 4 35 39   

Total  8 38 46 9.08 0.44 

Absolute Split 

method 2 

GUA 4 4 8   

GA 4 34 38   

Total  8 38 46 7.2 0.39 

  Regression method    

Absolute Split 

method 1 

GUA 5 2 7   

GA 0 39 39   

Total  5 41 46 31 0.82 

Absolute Split 

method 2 

GUA 5 3 8   

GA 0 38 38   

Total  5 41 46 27 0.76 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 7 1 8   

GA 0 38 38   

Total  7 39 46 39 0.92 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 43  

Contingency table for OLSAT School Ability Index and School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 5 0 5   

GA 1 33 34   

Total  6 33 39 31.5 0.90 

Absolute Split 

method 1 

GUA 5 4 9   

GA 1 29 30   

Total  6 33 39 14.5 0.61 

Absolute Split 

method 2 

GUA 4 0 4   

GA 2 33 35   

Total  6 33 39 24.5 0.79 

  Regression method    

Absolute Split 

method 1 

GUA 5 4 9   

GA 0 30 30   

Total  5 34 39 19.1 0.70 

Absolute Split 

method 2 

GUA 4 0 4   

GA 1 34 35   

Total  5 34 39 30 0.88 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 4 0 4   

GA 5 30 35   

Total  9 30 39 14.9 0.62 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 44  

Contingency table for OLSAT School Ability Index and School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 1 5   

GA 0 34 34   

Total  4 35 39 30.3 0.88 

Absolute Split 

method 1 

GUA 4 1 5   

GA 0 34 34   

Total  4 35 39 30.3 0.88 

Absolute Split 

method 2 

GUA 4 3 7   

GA 0 32 32   

Total  4 35 39 20.4 0.72 

  Regression method    

Absolute Split 

method 1 

GUA 5 0 5   

GA 0 34 34   

Total  5 34 39 39 1.00 

Absolute Split 

method 2 

GUA 5 2 7   

GA 0 32 32   

Total  5 34 39 26.2 0.82 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 5 2 7   

GA 0 32 32   

Total  5 34 39 26.2 0.82 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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OLSAT - HSC 

Table 45  

Contingency table for OLSAT School Ability Index and Higher School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 9 0 9   

GA 36 10 46   

Total  45 10 55 2 0.21 

Absolute Split 

method 1 

GUA 44 6 50   

GA 1 4 5   

Total  45 10 55 14 0.51 

Absolute Split 

method 2 

GUA 33 0 33   

GA 12 10 22   

Total  45 10 55 18 0.58 

  Regression method    

Absolute Split 

method 1 

GUA 9 41 50   

GA 0 5 5   

Total  9 46 55 1 0.14 

Absolute Split 

method 2 

GUA 9 24 33   

GA 0 22 22   

Total  9 46 55 7 0.36 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 33 0 33   

GA 17 5 22   

Total  50 5 55 8 0.39 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 46  

Contingency table for OLSAT School Ability Index and Higher School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference 

method 

   

Regression 

method 

GUA 3 0 3   

GA 18 3 21   

Total  21 3 24 0.49 0.14 

Absolute Split 

method 1 

GUA 21 0 21   

GA 0 3 3   

Total  21 3 24 24 1.00 

Absolute Split 

method 2 

GUA 14 0 14   

GA 7 3 10   

Total  21 3 24 5 0.45 

  Regression method    

Absolute Split 

method 1 

GUA 3 18 21   

GA 0 3 3   

Total  3 21 24 0.49 0.14 

Absolute Split 

method 2 

GUA 3 11 14   

GA 0 10 10   

Total  3 21 24 2 0.32 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 14 0 14   

GA 7 3 10   

Total  21 3 24 5 0.45 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 47  

Contingency for OLSAT Verbal score and Higher School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 7 0 7   

GA 22 7 29   

Total  29 7 36 2 0.24 

Absolute Split 

method 1 

GUA 28 3 31   

GA 1 4 5   

Total  29 7 36 14 0.61 

Absolute Split 

method 2 

GUA 20 0 20   

GA 9 7 16   

Total  29 7 36 11 0.55 

  Regression method    

Absolute Split 

method 1 

GUA 7 24 31   

GA 0 5 5   

Total  7 29 36 1 0.20 

Absolute Split 

method 2 

GUA 7 13 20   

GA 0 16 16   

Total  7 29 36 7 0.44 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 20 0 20   

GA 11 5 16   

Total  31 5 36 7 0.45 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 

 

  



  285 

Table 48  

Contingency table for OLSAT Non-Verbal score and Higher School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 2 0 2   

GA 26 1 27   

Total  28 1 29 0.08 0.05 

Absolute Split 

method 1 

GUA 26 0 26   

GA 2 1 3   

Total  28 1 29 9 0.56 

Absolute Split 

method 2 

GUA 16 0 16   

GA 12 1 13   

Total  28 1 29 1 0.21 

  Regression method    

Absolute Split 

method 1 

GUA 2 24 26   

GA 0 3 3   

Total  2 27 29 0.25 0.09 

Absolute Split 

method 2 

GUA 2 14 16   

GA 0 13 13   

Total  2 27 29 2 0.25 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 16 0 16   

GA 10 3 13   

Total  26 3 29 4 0.38 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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NAPLAN - SC 

Table 49  

Contingency table for NAPLAN Literacy score and School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 5 2 7   

GA 0 32 32   

Total  5 34 39 26 0.82* 

Absolute Split 

method 1 

GUA 4 0 4   

GA 1 34 35   

Total  5 34 39 30 0.88* 

Absolute Split 

method 2 

GUA 2 0 2   

GA 3 34 37   

Total  5 34 39 14 0.61
# 

  Regression method    

Absolute Split 

method 1 

GUA 4 0 4   

GA 3 32 35   

Total  4 32 39 20 0.72* 

Absolute Split 

method 2 

GUA 2 0 2   

GA 5 32 37   

Total  7 32 39 9.6 0.50^ 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 2 0 2   

GA 2 35 37   

Total  4 35 39 18 0.69* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 50  

Contingency table for NAPLAN Numeracy score and School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 7 0 7   

GA 1 68 69   

Total  8 68 76 66 0.93* 

Absolute Split 

method 1 

GUA 3 1 4   

GA 5 67 72   

Total  8 68 76 19 0.50* 

Absolute Split 

method 2 

GUA 3 1 4   

GA 5 67 72   

Total  8 68 76 19 0.50* 

  Regression method    

Absolute Split 

method 1 

GUA 3 1 4   

GA 4 68 72   

Total  7 69 76 22 0.54* 

Absolute Split 

method 2 

GUA 3 1 4   

GA 4 68 72   

Total  7 69 76 22 0.54* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 4 0 4   

GA 0 72 72   

Total  4 72 76 76 1.00* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 

 

  



  288 

NAPLAN - HSC 

Table 51  

Contingency table for NAPLAN Literacy score and Higher School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 0 4   

GA 31 6 37   

Total  35 6 41 0.76 0.14 

Absolute Split 

method 1 

GUA 33 0 33   

GA 2 6 8   

Total  35 6 41 29 0.84 

Absolute Split 

method 2 

GUA 18 0 18   

GA 17 6 23   

Total  35 6 41 6 0.37 

  Regression method    

Absolute Split 

method 1 

GUA 4 29 33   

GA 0 8 8   

Total  4 37 41 1 0.16 

Absolute Split 

method 2 

GUA 4 14 18   

GA 0 23 23   

Total  4 37 41 6 0.37 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 18 0 18   

GA 15 8 23   

Total  33 8 41 8 0.44 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 52  

Contingency table for NAPLAN Numeracy score and Higher School Certificate Mathematics data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 6 0 6   

GA 36 3 39   

Total  42 3 45 0.49 0.10 

Absolute Split 

method 1 

GUA 39 2 41   

GA 3 1 4   

Total  42 3 45 2 0.23 

Absolute Split 

method 2 

GUA 28 0 28   

GA 14 3 17   

Total  42 3 45 5 0.34 

  Regression method    

Absolute Split 

method 1 

GUA 6 35 41   

GA 0 4 4   

Total  6 39 45 0.68 0.12 

Absolute Split 

method 2 

GUA 6 22 28   

GA 0 17 17   

Total  6 39 45 4 0.31 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 28 0 28   

GA 13 4 17   

Total  41 4 45 7 0.40 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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SC - HSC 

Table 53  

Contingency table for School Certificate English and Higher School Certificate English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 12 0 12   

GA 35 22 47   

Total  47 22 69 7 0.31 

Absolute Split 

method 1 

GUA 46 4 50   

GA 1 18 19   

Total  47 22 69 48 0.83 

Absolute Split 

method 2 

GUA 30 0 30   

GA 17 22 39   

Total  47 22 69 25 0.60 

  Regression method    

Absolute Split 

method 1 

GUA 12 38 50   

GA 0 19 19   

Total  12 47 69 6 0.28 

Absolute Split 

method 2 

GUA 12 18 30   

GA 0 39 39   

Total  12 47 69 19 0.52 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 30 0 30   

GA 20 19 39   

Total  50 19 69 20 0.54 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 54  

Contingency table for School Certificate Mathematics and Higher School Certificate Mathematics 

data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 14 0 14   

GA 82 10 92   

Total  96 10 106 1.68 0.13 

Absolute Split 

method 1 

GUA 90 2 92   

GA 6 8 14   

Total  96 10 106 43 0.64 

Absolute Split 

method 2 

GUA 65 0 65   

GA 31 10 41   

Total  96 10 106 18 0.41 

  Regression method    

Absolute Split 

method 1 

GUA 14 78 92   

GA 0 14 14   

Total  14 92 106 2.45 0.15 

Absolute Split 

method 2 

GUA 14 51 65   

GA 0 41 41   

Total  14 92 106 10 0.31 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 65 0 65   

GA 27 14 41   

Total  92 14 106 26 0.49 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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OLSAT - Junior SA 

Table 55  

Contingency table for OLSAT School Ability Index and Average Junior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 21 0 21   

GA 38 99 137   

Total  59 99 158 41 0.51* 

Absolute Split 

method 1 

GUA 39 11 50   

GA 20 88 108   

Total  59 99 158 52 0.57* 

Absolute Split 

method 2 

GUA 59 61 120   

GA 0 38 38   

Total  59 99 158 30 0.43* 

  Regression method    

Absolute Split 

method 1 

GUA 21 29 50   

GA 0 108 108   

Total  21 147 158 52 0.58* 

Absolute Split 

method 2 

GUA 21 99 120   

GA 0 38 38   

Total  21 147 158 8 0.22 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 50 70 120   

GA 0 38 38   

Total  50 108 158 23 0.38* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 56  

Contingency table for OLSAT School Ability Index and Average Junior Mathematics achievement 

data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 24 0 24   

GA 34 100 134   

Total  58 100 158 49 0.56* 

Absolute Split 

method 1 

GUA 47 11 58   

GA 11 89 100   

Total  58 100 158 78 0.70* 

Absolute Split 

method 2 

GUA 44 12 56   

GA 14 88 102   

Total  58 100 158 65 0.64* 

  Regression method    

Absolute Split 

method 1 

GUA 24 34 58   

GA 0 100 100   

Total  24 134 158 49 0.56* 

Absolute Split 

method 2 

GUA 23 33 56   

GA 1 101 102   

Total  24 134 158 45 0.53* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 54 2 56   

GA 4 98 102   

Total  58 100 158 133 0.92* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 57  

Contingency table for OLSAT Verbal Score and Average Junior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 14 0 14   

GA 21 88 109   

Total  35 88 123 40 0.57* 

Absolute Split 

method 1 

GUA 23 8 31   

GA 12 80 92   

Total  35 88 123 43 0.59* 

Absolute Split 

method 2 

GUA 34 52 86   

GA 1 36 37   

Total  35 88 123 17 0.37* 

  Regression method    

Absolute Split 

method 1 

GUA 14 17 31   

GA 0 92 92   

Total  14 109 123 47 0.62* 

Absolute Split 

method 2 

GUA 14 72 86   

GA 0 37 37   

Total  14 109 123 7 0.24 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 31 55 86   

GA 0 37 37   

Total  31 92 123 18 0.38* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 58  

Contingency table for OLSAT Non-Verbal Score and Average Junior mathematics achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 29 0 29   

GA 65 120 185   

Total  94 120 214 43 0.45* 

Absolute Split 

method 1 

GUA 66 20 86   

GA 28 100 128   

Total  94 120 214 63 0.54* 

Absolute Split 

method 2 

GUA 65 22 87   

GA 29 98 127   

Total  94 120 214 56 0.51* 

  Regression method    

Absolute Split 

method 1 

GUA 29 57 86   

GA 0 128 128   

Total  29 185 214 50 0.48* 

Absolute Split 

method 2 

GUA 29 58 87   

GA 0 127 127   

Total  29 185 214 49 0.48* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 83 4 87   

GA 3 124 127   

Total  86 128 214 186 0.93* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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OLSAT - Senior SA 

Table 59  

Contingency table for OLSAT School Ability Index and Average Senior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 12 0 12   

GA 34 29 63   

Total  46 29 75 9 0.35* 

Absolute Split 

method 1 

GUA 41 4 45   

GA 5 25 30   

Total  46 29 75 42 0.75* 

Absolute Split 

method 2 

GUA 44 18 62   

GA 2 11 13   

Total  46 29 75 14 0.43* 

  Regression method    

Absolute Split 

method 1 

GUA 12 33 45   

GA 0 30 30   

Total  12 63 75 10 0.36* 

Absolute Split 

method 2 

GUA 12 50 62   

GA 0 13 13   

Total  12 63 75 3 0.20 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 45 17 62   

GA 0 13 13   

Total  45 30 75 24 0.56* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 60  

Contingency table for OLSAT School Ability index and Average Senior mathematics achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 12 0 12   

GA 31 32 63   

Total  43 32 75 11 0.38* 

Absolute Split 

method 1 

GUA 35 3 38   

GA 8 29 37   

Total  43 32 75 38 0.71* 

Absolute Split 

method 2 

GUA 37 10 47   

GA 6 22 28   

Total  43 32 75 24 056* 

  Regression method    

Absolute Split 

method 1 

GUA 12 26 38   

GA 0 37 37   

Total  12 63 75 14 0.43* 

Absolute Split 

method 2 

GUA 12 35 47   

GA 0 28 28   

Total  12 63 75 9 0.34* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 38 9 47   

GA 0 28 28   

Total  38 37 75 46 0.78* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 61  

Contingency table for OLSAT Verbal Score and Average Senior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 7 0 7   

GA 22 26 48   

Total  29 26 55 7 0.36 

Absolute Split 

method 1 

GUA 27 4 31   

GA 2 22 24   

Total  29 26 55 34 0.78* 

Absolute Split 

method 2 

GUA 28 16 44   

GA 1 10 11   

Total  29 26 55 11 0.44* 

  Regression method    

Absolute Split 

method 1 

GUA 7 24 31   

GA 0 24 24   

Total  7 48 55 6 0.34 

Absolute Split 

method 2 

GUA 7 37 44   

GA 0 11 11   

Total  7 48 55 2 0.19 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 31 13 44   

GA 0 11 11   

Total  31 24 55 18 0.57* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 62  

Contingency table for OLSAT Non-Verbal Score and Average Senior Mathematics achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 16 0 16   

GA 39 37 76   

Total  55 37 92 13 0.38* 

Absolute Split 

method 1 

GUA 44 5 49   

GA 11 32 43   

Total  55 37 92 39 0.65* 

Absolute Split 

method 2 

GUA 46 17 63   

GA 9 20 29   

Total  55 37 92 15 0.40* 

  Regression method    

Absolute Split 

method 1 

GUA 16 33 49   

GA 0 43 43   

Total  16 76 92 17 0.43* 

Absolute Split 

method 2 

GUA 16 47 63   

GA 0 29 29   

Total  16 76 92 9 0.31* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 49 14 63   

GA 0 29 29   

Total  49 43 92 48 0.72* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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NAPLAN - Junior SA 

Table 63  

Contingency table for NAPLAN Literacy and Average Junior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 20 1 21   

GA 2 141 143   

Total  22 142 164 139 0.92* 

Absolute Split 

method 1 

GUA 14 10 24   

GA 8 132 140   

Total  22 142 164 49 0.55* 

Absolute Split 

method 2 

GUA 22 71 93   

GA 0 71 71   

Total  22 142 164 19 0.34* 

  Regression method    

Absolute Split 

method 1 

GUA 15 9 24   

GA 6 134 140   

Total  21 143 164 62 0.62* 

Absolute Split 

method 2 

GUA 21 72 93   

GA 0 71 71   

Total  21 143 164 18 0.33* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 24 69 93   

GA 0 71 71   

Total  24 140 164 22 0.36* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 64  

Contingency table for NAPLAN Numeracy and Average Junior Mathematics achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 51 0 51   

GA 96 171 267   

Total  147 171 318 71 0.47* 

Absolute Split 

method 1 

GUA 87 17 104   

GA 60 154 214   

Total  147 171 318 87 0.52* 

Absolute Split 

method 2 

GUA 86 21 107   

GA 61 150 211   

Total  147 171 318 76 0.49* 

  Regression method    

Absolute Split 

method 1 

GUA 44 60 104   

GA 7 207 214   

Total  51 267 318 79 0.50* 

Absolute Split 

method 2 

GUA 44 63 107   

GA 7 204 211   

Total  51 267 318 75 0.49* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 101 6 107   

GA 3 208 211   

Total  104 214 318 279 0.94* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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NAPLAN - Senior SA 

Table 65  

Contingency table for NAPLAN Literacy and Average Senior English achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 6 0 6   

GA 24 45 69   

Total  30 45 75 10 0.36* 

Absolute Split 

method 1 

GUA 26 9 35   

GA 4 36 40   

Total  30 45 75 32 0.65* 

Absolute Split 

method 2 

GUA 26 25 51   

GA 4 20 24   

Total  30 45 75 8 0.33* 

  Regression method    

Absolute Split 

method 1 

GUA 6 29 35   

GA 0 40 40   

Total  6 69 75 7 0.32 

Absolute Split 

method 2 

GUA 6 45 51   

GA 0 24 24   

Total  6 69 75 3 0.20 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 34 17 51   

GA 1 23 24   

Total  35 40 75 26 0.58* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 66  

Contingency table for NAPLAN Numeracy and Average Senior Mathematics achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 21 0 21   

GA 61 49 110   

Total  82 49 131 15 0.34* 

Absolute Split 

method 1 

GUA 62 5 67   

GA 20 44 64   

Total  82 49 131 53 0.63* 

Absolute Split 

method 2 

GUA 64 16 80   

GA 18 33 51   

Total  82 49 131 27 0.45* 

  Regression method    

Absolute Split 

method 1 

GUA 21 46 67   

GA 0 64 64   

Total  21 110 131 24 0.43* 

Absolute Split 

method 2 

GUA 21 59 80   

GA 0 51 51   

Total  21 110 131 16 0.35* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 67 13 80   

GA 0 51 51   

Total  67 64 131 87 0.82* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Junior SA - SC 

Table 67  

Contingency table for Average junior assessment English and School Certificate English achievement 

data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 0 8 8   

GA 0 67 67   

Total  0 75 75 NA NA 

Absolute Split 

method 1 

GUA 0 4 4   

GA 0 71 71   

Total  0 75 75 NA NA 

Absolute Split 

method 2 

GUA 0 1 1   

GA 0 74 74   

Total  0 75 75 NA NA 

  Regression method    

Absolute Split 

method 1 

GUA 4 0 4   

GA 4 67 71   

Total  8 67 75 35 0.69* 

Absolute Split 

method 2 

GUA 1 0 1   

GA 7 67 74   

Total  8 67 75 8 0.34* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 1 0 1   

GA 3 71 74   

Total  4 71 75 18 0.49* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 68  

Contingency table for Average junior assessment Mathematics and School Certificate Mathematics 

achievement data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 1 3 4   

GA 0 67 67   

Total  1 70 71 17 0.49* 

Absolute Split 

method 1 

GUA 1 1 2   

GA 0 69 69   

Total  1 70 71 35 0.70* 

Absolute Split 

method 2 

GUA 1 3 4   

GA 0 67 67   

Total  1 70 71 17 0.49* 

  Regression method    

Absolute Split 

method 1 

GUA 2 0 2   

GA 2 67 69   

Total  4 67 71 35 0.70* 

Absolute Split 

method 2 

GUA 2 2 4   

GA 2 65 67   

Total  4 67 71 16 0.47* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 2 2 4   

GA 0 67 67   

Total  2 69 71 35 0.70* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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SC - Senior SA 

Table 69  

Contingency table for School Certificate English and Average Senior English assessment  

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 12 0 12   

GA 17 47 64   

Total  29 47 76 23 0.55* 

Absolute Split 

method 1 

GUA 29 8 37   

GA 0 39 39   

Total  29 47 76 49 0.81* 

Absolute Split 

method 2 

GUA 27 11 38   

GA 2 36 38   

Total  29 47 76 35 0.68* 

  Regression method    

Absolute Split 

method 1 

GUA 12 25 37   

GA 0 39 39   

Total  12 64 76 15 0.44* 

Absolute Split 

method 2 

GUA 12 26 38   

GA 0 38 38   

Total  12 64 76 14 0.43* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 32 6 38   

GA 5 33 38   

Total  37 39 76 38 0.71* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 70  

Contingency table for School Certificate Mathematics and Average Senior Mathematics assessment  

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 36 0 36   

GA 51 104 155   

Total  87 104 191 53 0.53* 

Absolute Split 

method 1 

GUA 69 20 89   

GA 18 84 102   

Total  87 104 191 69 0.60* 

Absolute Split 

method 2 

GUA 72 51 123   

GA 15 53 68   

Total  87 104 191 24 0.35* 

  Regression method    

Absolute Split 

method 1 

GUA 33 56 89   

GA 3 99 102   

Total  36 145 191 36 0.44* 

Absolute Split 

method 2 

GUA 33 90 123   

GA 3 65 68   

Total  36 155 191 14 0.27* 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 87 36 123   

GA 2 66 68   

Total  89 102 191 81 0.65* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Junior SA - HSC 

Table 71  

Contingency table for Average Junior English assessment and HSC English data 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 6 0 6   

GA 43 30 73   

Total  49 30 79 4 0.22 

Absolute Split 

method 1 

GUA 44 13 57   

GA 5 17 22   

Total  49 30 79 20 0.50 

Absolute Split 

method 2 

GUA 23 0 23   

GA 26 30 56   

Total  49 30 79 20 0.50 

  Regression method    

Absolute Split 

method 1 

GUA 6 51 57   

GA 0 22 22   

Total  6 73 76 0.68 0.10 

Absolute Split 

method 2 

GUA 6 17 23   

GA 0 56 56   

Total  6 73 76 16 0.45 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 23 0 23   

GA 34 22 56   

Total  57 22 79 13 0.40 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 72  

Contingency table for Average Junior Mathematics assessment and HSC Mathematics 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 0 4   

GA 35 10 45   

Total  39 10 49 1 0.15 

Absolute Split 

method 1 

GUA 36 3 39   

GA 3 7 10   

Total  39 10 49 19 0.62 

Absolute Split 

method 2 

GUA 25 0 25   

GA 14 10 24   

Total  39 10 49 13 0.52 

  Regression method    

Absolute Split 

method 1 

GUA 4 35 39   

GA 0 10 10   

Total  4 45 49 1 0.15 

Absolute Split 

method 2 

GUA 4 21 25   

GA 0 24 24   

Total  4 45 49 4 0.29 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 25 0 25   

GA 14 10 24   

Total  39 10 49 13 0.52 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Senior SA - HSC 

Table 73  

Contingency table for Average Senior English assessment and HSC English 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 8 0 8   

GA 9 29 38   

Total  17 29 46 17 0.60 

Absolute Split 

method 1 

GUA 15 2 17   

GA 2 27 29   

Total  17 29 46 30 0.81 

Absolute Split 

method 2 

GUA 5 0 5   

GA 12 29 41   

Total  17 29 46 10 0.46 

  Regression method    

Absolute Split 

method 1 

GUA 8 9 17   

GA 0 29 29   

Total  8 38 46 17 0.60 

Absolute Split 

method 2 

GUA 4 1 5   

GA 4 37 41   

Total  8 38 46 15 0.58 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 5 0 5   

GA 12 29 41   

Total  17 29 46 10 0.46 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 74  

Contingency table for Average Senior Mathematics assessment and HSC Mathematics 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 0 4   

GA 17 18 35   

Total  21 18 39 4 0.31 

Absolute Split 

method 1 

GUA 21 3 24   

GA 0 15 15   

Total  21 18 39 28 0.85 

Absolute Split 

method 2 

GUA 12 0 12   

GA 9 18 27   

Total  21 18 39 15 0.62 

  Regression method    

Absolute Split 

method 1 

GUA 4 20 24   

GA 0 15 15   

Total  4 35 39 3 0.27 

Absolute Split 

method 2 

GUA 4 8 12   

GA 0 27 27   

Total  4 35 39 10 0.51 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 12 0 12   

GA 12 15 27   

Total  24 15 39 11 0.53 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Junior SA - Senior SA 

Table 75  

Contingency table for Average Junior English assessment and Average Senior English assessment 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 0 4   

GA 8 77 85   

Total  12 77 89 27 0.55* 

Absolute Split 

method 1 

GUA 12 11 23   

GA 0 66 66   

Total  12 77 89 40 0.67* 

Absolute Split 

method 2 

GUA 12 32 44   

GA 0 45 45   

Total  12 77 89 14 0.40# 

  Regression method    

Absolute Split 

method 1 

GUA 4 19 23   

GA 0 66 66   

Total  4 85 89 12 0.37# 

Absolute Split 

method 2 

GUA 4 40 44   

GA 0 45 45   

Total  4 85 89 4 0.22 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 21 23 44   

GA 2 43 45   

Total  23 66 89 22 0.49* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Table 76  

Contingency table for Average Junior Mathematics assessment and Average Senior Mathematics 

assessment 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 4 0 4   

GA 7 66 73   

Total  11 66 77 25 0.57* 

Absolute Split 

method 1 

GUA 11 6 17   

GA 0 60 60   

Total  11 66 77 45 0.77* 

Absolute Split 

method 2 

GUA 11 25 36   

GA 0 41 41   

Total  11 66 77 15 0.44# 

  Regression method    

Absolute Split 

method 1 

GUA 4 13 17   

GA 0 60 60   

Total  4 73 77 15 0.44# 

Absolute Split 

method 2 

GUA 4 32 36   

GA 0 41 41   

Total  4 73 77 5 0.25 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 17 19 36   

GA 0 41 41   

Total  17 60 77 25 0.57* 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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OLSAT-SA + Nomination 

Table 77  

Contingency table for OLSAT School Ability Index and Average School Assessment for Semester 1 

2015 

  GUA GA Total Chi-square Phi 

  Simple Difference method    

Regression 

method 

GUA 46 0 46   

GA 70 88 158   

Total  116 88 204 45 0.47 

Absolute Split 

method 1 

GUA 99 7 106   

GA 17 81 98   

Total  116 88 204 120 0.77 

Absolute Split 

method 2 

GUA 99 17 116   

GA 17 71 88   

Total  116 88 204 89 0.66 

Nomination  GUA 26 96 122   

Method GA 90 78 168   

Total  116 174 290 31 0.33 

  Regression method    

Absolute Split 

method 1 

GUA 46 60 106   

GA 0 98 98   

Total  46 158 204 55 0.52 

Absolute Split 

method 2 

GUA 46 70 116   

GA 0 88 88   

Total  46 158 204 45 0.47 

Nomination  GUA 9 113 122   

Method GA 37 131 168   

Total  46 244 290 11 0.20 

  Absolute split method 1    

Absolute Split 

method 2 

GUA 98 18 116   

GA 8 80 88   

Total  106 98 204 114 0.75 

Nomination  GUA 26 96 122   

Method GA 80 88 168   

Total  106 184 290 21 0.27 

  Absolute split method 2    

Nomination  GUA 26 96 122   

Method GA 90 78 168   

Total  116 174 290 31 0.33 

Note. GUA = Gifted underachievement; GA = Gifted achievement. 

 ⃰ p<0.05 
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Appendix 10 Bland–Altman Plots 

OLSAT-NAPLAN:  

 

Figure 37. SAI-LIT Bland-Altman plot 

 

 

 

 

Figure 38. SAI-LIT Bland-Altman plot with systematic bias removed 
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Figure 39. SAI-NUM Bland-Altman plot 

 

 

 

 

 

Figure 40. SAI-NUM Bland-Altman plot with systematic bias removed 
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Figure 41. VS-LIT Bland-Altman plot 

 

 

 

 

Figure 42. VS-LIT Bland-Altman plot 
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Figure 43. NV-NUM Bland-Altman plot 

 

 

 

 

Figure 44. NV-NUM Bland-Altman plot with systematic bias removed 
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OLSAT- SC 

 

Figure 45. SAI-M Bland-Altman plot 

 

 

 

 

Figure 46. SAI-M Bland-Altman plot with systematic bias removed 
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Figure 47. SAI-E Bland-Altman plot 

 

 

 

 

Figure 48. SAI-E Bland-Altman plot with systematic bias removed 
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Figure 49. VS-E Bland-Altman plot 

 

 

 

 

Figure 50. VS-E Bland-Altman plot with systematic bias removed 
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Figure 51. NV-M Bland-Altman plot 

 

 

 

 

Figure 52. NV-M Bland-Altman plot with systematic bias removed 
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Figure 53. SAI-E Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the SAI-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

 

Figure 54. SAI-M Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the SAI-M data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 
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Figure 55.VS-E Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the VS-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

 

Figure 56. NV-M Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the NV-M data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

y = 0.0075x + 1.2151 
R² = 0.0003 

0 

0.5 

1 

1.5 

2 

2.5 

3 

-4 -2 0 2 4 6 8 

y = 0.0504x + 1.788 
R² = 0.0088 

0 

0.5 

1 

1.5 

2 

2.5 

3 

3.5 

-2 -1 0 1 2 3 4 5 6 



  325 

 

 

 

Figure 57. LIT-E Bland-Altman plot 

 

 

 

 

Figure 58. LIT-E Bland-Altman plot with systematic bias removed 
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Figure 59. NUM-M Bland-Altman plot 

 

 

 

 

Figure 60. NUM-M Bland-Altman plot with systematic bias removed 

 

 

 

 

y = -0.5978x + 0.0329 
R² = 0.6176 

-1.5 

-1 

-0.5 

0 

0.5 

1 

1.5 

2 

-3 -2 -1 0 1 2 3 

-1.5 

-1 

-0.5 

0 

0.5 

1 

1.5 

-3 -2 -1 0 1 2 3 



  327 

 

NAPLAN-HSC 

 

Figure 61. LIT-E Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the LIT-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

 

 

Figure 62. NUM-M Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the NUM-M data combination, as no 

linear pattern that may be indicative of systematic bias was identified. 
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SC-HSC 

 

Figure 63. E-E Bland-Altman plot 

 

 

 

 

Figure 64. E-E Bland-Altman plot with systematic bias removed 
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Figure 65. M-M Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the M-M data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

OLSAT-Junior SA 

 

Figure 66. SAI-E Bland-Altman plot 
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Figure 67. SAI-E Bland-Altman plot with systematic bias removed 

 

 

 

 

Figure 68. SAI-M Bland-Altman plot 
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Figure 69. SAI-M Bland-Altman plot with systematic bias removed 

 

 

 

 

Figure 70. VS-E Bland-Altman plot 
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Figure 71. VS-E Bland-Altman plot with systematic bias removed 

 

 

 

 

Figure 72. NV-M Bland-Altman plot 
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Figure 73. NV-M Bland-Altman plot with systematic bias removed 

 

 

OLSAT-JSA 

 

Figure 74. SAI-E Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the SAI-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 
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Figure 75. SAI-M Bland-Altman plot 

 

 

 

 

Figure 76. SAI-M Bland-Altman plot with systematic bias removed 
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Figure 77. VS-E Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the VS-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

 

Figure 78. NV-M Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the NV-M data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 
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NAPLAN JSA 

 

Figure 79. LIT-E Bland-Altman plot 

 

 

 

 

Figure 80. LIT-E Bland-Altman plot with systematic bias removed 
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Figure 81. NUM-M Bland-Altman plot 

  

 

 

 

Figure 82. NUM-M Bland-Altman plot with systematic bias removed 
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NAPLAN-SSA 

 

Figure 83. LIT-E Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the LIT-E data combination, as no linear 

pattern that may be indicative of systematic bias was identified. 

 

 

Figure 84. NUM-M Bland-Altman plot 

 

No adjustments were necessary to the original Bland-Altman plot for the NUM-M data combination, as no 

linear pattern that may be indicative of systematic bias was identified. 
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JSA-SC 

 

Figure 85. E-E Bland-Altman plot 

 

 

 

 

Figure 86. E-E Bland-Altman plot with systematic bias removed 
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Figure 87. M-M Bland-Altman plot 

 

 

 

 

Figure 88. M-M Bland-Altman plot with systematic bias removed 
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SC-SSA 

 

Figure 89. E-E Bland-Altman plot 

 

 

 

 

Figure 90. E-E Bland-Altman plot with systematic bias removed 
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Figure 91. M-M Bland-Altman plot 

No adjustments were necessary to the original Bland-Altman plot for the M-M data combination, as 

no linear pattern that may be indicative of systematic bias was identified. 

 

JSA-HSC 

 

Figure 92. E-E Bland-Altman plot 
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Figure 93. E-E Bland-Altman plot with systematic bias removed 

 

 

 

 

Figure 94. M-M Bland-Altman plot 
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Figure 95. M-M Bland-Altman plot with systematic bias removed 
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Figure 96. E-E Bland-Altman plot 
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Figure 97. E-E Bland-Altman plot with systematic bias removed 
 

 

 

 

Figure 98. M-M Bland-Altman plot 
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Figure 99. M-M Bland-Altman plot with systematic bias removed 

 

 

JSA-SSA 

 

Figure 100. E-E Bland-Altman plot 
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Figure 101. E-E Bland-Altman plot with systematic bias removed 

 

 

 

 

Figure 102. M-M Bland-Altman plot 
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Figure 103. M-M Bland-Altman plot with systematic bias removed 
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Figure 104. SAI-SA Bland-Altman plot 
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Figure 105. SAI-SA Bland-Altman plot with systematic bias removed 
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Appendix 11 Multiple Regression Assumptions Test Results 

% GUA: ABSI 
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%GUA ABSII 
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%GUA: SD 
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Mean SD: 
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Mean: REG 
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Appendix 12 A Guide to Calculations 

This thesis contains a large number of different statistical calculations, many of which were 

calculated manually using Excel. Therefore, this appendix serves as a reference for all 

calculations that were conducted. 

Measures of gifted underachievement 

Simple difference 

Equation 1. The simple difference measurement of gifted underachievement (adapted from Phillipson 

& Tse, 2007, p. 175).  

                                             

The measurement of gifted underachievement from the simple difference method is defined 

by Equation 1. The z terms indicate that both the expected achievement and actual 

achievement scores must be standardised and expressed in standard deviation units. 

Regression 

Equation 2. Standard Error (Field, 2009, p. 42). 

    
          

 
 

When a model makes a prediction (Y`) there is always some degree of error (the difference 

between the real value and the predicted value). The standard error is the standard deviation 

of the all errors measured. For a simple regression model, the    values are the values of the 

dependent variable,     are the values predicted by the regression model, and   is the sample 

size. 
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Equation 3. The regression measurement of gifted underachievement (Lau & Chan, 2001a). 

    
    

  
 

The measurement of gifted underachievement from the regression model is defined by 

Equation 3. The units of this measurement are standard errors. 

Convergence Statistics and Statistical Tests 

Cochran’s Q test 

Cochran’s Q test is used to determine whether the proportion of cases identified (by any 

method) are the same across multiple samples or (as in this investigation) multiple methods. 

The test requires a calculation of the degree of variation, Q, of the proportion of cases across 

the samples, which is then tested for significance using a chi-square test. The calculation of Q 

is complex and is fully explained in Fleiss, Levin, and Paik (2003, p. 389), however, is 

summarised in Equation 4, where    is the overall proportion of cases identified as gifted 

underachievement by each of identification methods,   is the number of methods examined 

(5),   is the total number of studies (41),    is the average overall proportion of identifications 

across the different methods (in this study, 34%), and    is the average proportion of 

identifications across the different methods for each study. This chi-square test has     

degrees of freedom. 

Equation 4. Cochran’s Q test (Fleiss, Levin, & Paik, 2003, p. 389). 

  
       

 
 

         

                   
 

 

 



  368 

Contingency Table 

Many of the following analyses rely on a contingency table. A contingency table is used to 

compare two classification methods for the same sample. A generic contingency table is 

reproduced below. 

 Method 1 Row 

total Yes No 

Method 2 Yes a b a + b 

No c d c + d 

Column total a + c b + d TOTAL 

 

McNemar’s Test 

McNemar’s test is used with a contingency table to determine whether there is a statistically 

significant difference between two sets of dichotomous classifications made of the same 

group of people, and is therefore an appropriate test to determine whether any two methods 

have different or equal proportions of identification. The test is carried out by calculating a 

McNemar test statistic (refer Equation 5) which is compared to a chi-square distribution with 

one degree of freedom. The difference in proportion of classifications ( ) is often reported 

with the McNemar test results (refer Equation 6). 

Equation 5. McNemar’s test statistic (Nussbaum, 2015, p. 109) 

   
      

   
 

Equation 6. Difference in proportion of identifications (Nussbaum, 2015, p. 109) 
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The Chi-Square test 

The chi-square test is a very common statistic test used to determine the statistical 

significance of the difference between an observed frequency and the expected frequency. 

The test relies on the calculation of a chi-square test statistic, which is then compared to a 

chi-square distribution of a suitable degree of freedom. The calculation of the chi-square test 

statistic is shown in Equation 7.  

Equation 7. Chi-square test statistic (Agresti, 2013, p.75). 

    
                                        

                  
 

The expected frequency refers to the row total in the contingency table multiplied by the 

column total and divided by the total sample size for each cell. The chi-square statistic has 

           degrees of freedom, where r is the number of rows and c is the number of 

columns in the contingency table. In this investigation, df = 1. 

Fisher’s Exact Test 

Fisher’s exact test is used when one of the assumptions of the chi-square test (i.e., all of the 

expected values are greater than one, and less than 20% of the expected values are less than 

five) is not met. The calculation of the relevant statistic is shown in Equation 8. 

 

Equation 8. Fisher’s exact test (Agresti, 2013, p. 91). 
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The Phi Coefficient 

The phi coefficient ( ) is a measure of the degree to which two categorical variables are 

associated and is calculated using a contingency table (refer Equation 9). It is mathematically 

related to the chi-square statistic (refer Equation 10). 

Equation 9. Phi coefficient (Nussbaum, 2015, p. 92). 

  
     

                     
 

 

Equation 10. Relationship between phi coefficient and the chi-square statistic (Nussbaum, 2015, p. 

92). 

   
  

 
 

Pearson’s correlation coefficient 

Pearson’s correlation coefficient ( ) is a measure of the correlation between two continuous 

variables (refer Equation 11, where N is the sample size of measurements,    and    are the 

ith measurements,    and    are means, and    and    are the standard deviations of the 

respective variables). 

Equation 11. Pearson’s correlation coefficient (Field, 2009, p. 170). 

  
               

         
 

Correlation t-test 

A t-test statistic is able to determine whether a correlation coefficient is statistically 

significantly greater than zero. The statistic (refer Equation 12) depends on the size of the 
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correlation coefficient (r) and the sample size (N), and is compared to the t distribution with 

    degrees of freedom. 

Equation 12. t-statistic for testing the significance of a correlation coefficient (Field, 2009, p.172). 

  
     

     
 

Percentage agreement 

The percentage agreement statistic is a measure of the percentage of cases for which 

classifications agree when different classification methods are used. The percentage 

agreement statistic may be calculated using data in a contingency table (refer Equation 13). 

Equation 13. Percentage agreement (Agresti, 2013, p. 434). 

      
   

       
 

Cohen’s kappa statistic 

The Cohen’s kappa statistic ( ) is a measure of the level of agreement between two 

classification methods that takes into consideration the agreement that may be expected by 

chance. The relevant calculations may be undertaken in two steps using a contingency table: 

(a) the probability of chance agreement is estimated (refer Equation 14) and (b) the kappa 

value is calculated by comparing the observed percentage agreement to the expected 

agreement (refer Equation 15). 

Equation 14. Probability of chance agreement (Agresti, 2013, p. 434). 

      
                       

          
 

Equation 15. Cohen’s kappa (Fleiss, Levin, & Paik, 2003, p. 603). 
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Concordance correlation coefficient 

The Concordance correlation coefficient (CCC) is a measure of agreement that is equivalent 

to Cohen’s kappa, for two continuous variables. The coefficient is calculated using the 

standard deviation of each variable ( ), their mean values (  ,   ), and their Pearson 

correlation coefficient (   ), as shown in Equation 16. 

Equation 16. Concordance correlation coefficient (Tang, He, & Tu, 2012, p. 298). 

    
        

  
    

          
 

 

Paired t-test 

A paired t-test is able to determine whether the difference between two means (d) is 

statistically significant. A t statistic is calculated from the difference between the two means, 

the standard deviation of the differences, and the sample size of the measurements (refer 

Equation 17). 

Equation 17. The paired t-test statistic (Field, 2009, p.327) 

  
 

    
 

 

Meta-Analysis 

The methods used in this thesis to carry out meta-analysis closely follow the guide produced 

by Borenstein et al. (2009). 

Calculating an weighted average effect size across multiple studies 
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Often the first goal of meta-analysis is to calculate an overall effect size by combining the 

reported effect sizes from multiple studies. This overall value is calculated as a weighted 

average of all the effect sizes (refer Equation 18), where the weighting of each study is equal 

to the inverse of the variance of the effect size for each study (refer Equation 19).  

Equation 18. Overall effect size as the average of weighted effect sizes (Borenstein et al., 2009, p. 

66). 

         
      

    
 

Equation 19. The weighting of each study based on the inverse of its variance (Borenstein et al., 2009, 

p. 65). 

   
 

  
  

In this investigation, the effect sizes examined were (almost) all considered r-type effect sizes 

(i.e., correlation coefficients rather than differences in means). For r-type effect sizes, 

Borenstein et al. (2009) recommended that the effect sizes be transformed using Fisher’s z-

scale (Fisher, 1915; refer Equation 20). The benefit of using this transformation is that the 

variance of effect sizes after taking Fisher’s z transformation is accurately estimated using 

only the sample size of the study (refer Equation 21). To calculate an overall effect size 

therefore requires converting all of the effect sizes to Fisher’s z metric, estimating the 

variance based on the sample size (and therefore calculating the weighting for each study), 

and then calculating the overall effect size from these values. The resulting value is in 

Fisher’s z metric, and needs to be converted back into the original correlation units. This is 

achieved using Equation 22. 

Equation 20. Fisher’s z transformation (Borenstein et al., 2009, p. 42). 
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Equation 21. Estimated variance of an effect size after Fisher’s z transformation (Borenstein et al., 

2009, p. 42). 

  
  

 

   
 

Equation 22. Conversion of Fisher’s z metric to correlation units (Borenstein et al., 2009, p. 42). 

  
     

     
 

The one statistic used in this investigation that was not an r type effect size was the difference 

between means. This statistic may be converted into an r measurement by first calculating its 

t-statistic (refer Equation17) and then converting this using the number of degrees of freedom 

(      ) as shown in Equation 23 below. 

Equation 23. Conversion of a t-statistic into an r-type effect size (Field, 2009, p.332) 

   
  

     
 

Testing homogeneity 

After calculating a weighted average effect size over a number of studies, it is possible to 

conduct statistical tests to determine whether the effect is homogeneous across the multiple 

studies. The first step for this test is to calculate the total amount of variation between studies 

(refer Equation 24). Secondly, the amount of variation is compared to the expected amount of 

variation using a chi-square test for significance with the degrees of freedom determined by 

the number of studies examined (k, refer Equation 25). 

Equation 24. The weighted sum of squares, a measure of the total variation of effect sizes between 

studies (Borenstein et al., 2009, p. 109). 
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Equation 25. Degrees of freedom (Borenstein et al., 2009, p. 110). 

       

Measuring heterogeneity 

If heterogeneity is detected, the degree of heterogeneity may be measured using two 

statistics. The first statistic,   , represents the degree of variance in the units of the effect size 

examined (refer Equations 26 and 27). Therefore, the   statistic may be used to determine the 

95% confidence intervals for the weighted average effect size (refer Equation 28). The 

second statistic,   , represents the proportion of observed variance which reflects real 

differences in effect sizes (i.e., not due to the within-study variance; refer Equation 29). This 

statistic is useful in determining whether the degree of measured heterogeneity is explainable 

by the (lack of) precision of the studies that were analysed. 

Equation 26. Variance of effect sizes (Borenstein et al., 2009, p. 114). 

   
      

 
 

Equation 27. Conversion factor (Borenstein et al., 2009, p. 114). 

      
   

 

   
 

Equation 28. 95% confidence interval for the weighted average effect size (Borenstein et al., 2009, p. 

116). 

           

Equation 29. The proportion of true variance to observed variance (Borenstein et al., 2009, p. 117). 
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